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*: _ Cosmic'

.

Formation _

global representation cosmic surface last scattering: the world inside out

Tiny variations in primordial temperature, reflecting tiny inhomogeneities in
energy density of A~10° K at
recombination epoch, 379,000 yrs after Big Bang




Primordial Gaussian Noise Field:

- Stochastic field of density perturbations
in the primordial universe.

- Origin:
quantum noise at inflationary epoch
t~ 103 sec.

Density Perturbation Field:

¥ p(x.1)—p, (1)
P, (1)

5 (X
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Gravity Perturbations

F

Gravity Perturbations




The Universe should be
Uniform: homogeneous & isotropic

Migration Streams of
matter induced by gravity
resulting from small perturbations

Cosmic Structure Formation

(Energy) Density Perturbations
Gravity Perturbations

(Cosmic) Flows of (Energy) & Matter:

« towards high density regions:
- assemble more and more matter
- their expansion comes to a halt
- turn around and collapse

< evacuating void regions
- low-density regions expand
- matter moves out of region
- turn into prominent empty voids

¥
Emergence of cosmic structures
« Computer Simulations

- succesfull confrontation with

. . i structure forming . ©*
observational reality ) ; ) .
0
10 20 30 0
h- Mpe

“...displaced mass:
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Cosmic Structure Formation

Formation

Cosmic Web:

simulation

sequence

(cold)

dark matter

top left to bottom right: nfolding of Cosmic Web
AT ¢ g WX r ¥ "




Structures in the Universe form
by
gradual hierarchical assembly:

« small objects emerge & collapse
first,
+« then merge with other clumps
« while forming larger objects
in hierarchy

-t Mpe

h-! Mpe

h~! Mpe

h-! Mpe

h-! Mpe
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Millennium I

‘Angulo et al
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Void Formation

Void Evolution

an illustration
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Multiscale Cosmic Web:

hierarchical evolution

NEXUS/MMF
Evolution Cosmic Web

Cautun et al. 2013




Evolving Filament & Wall Network
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CGV:

on walls & filaments

Mollweide sky projection
matter distribution around CGV halos

CGV halos embedded in walls
Walls dominate void infrastructure

substantial fraction in filaments
(embedded in walls)

active dynamical evolution of
wall-filament goes along with
active void galaxy halo evolution

Rieder et al.
2013

CGV:

on walls & filaments

Mollweide sky projection
matter distribution around CGV halos

CGV halos embedded in walls
Walls dominate void infrastructure

substantial fraction in filaments,
(embedded in walls)

z=1. )

active dynamical evolution,
wall-filament goes along
active void galaxy halo

merging system of
Intravoid walls
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Hierarchical Filament Formation

Void Hierarchy

Void formation: - via gradual merging of voids Dubinski et al. 1993
- demolition of small voids Van de Weygaert & van Kampen 1993

10 20 30 40

(x)
Constrained Void Simulations: CRF formalism:
Van de Weygaert 1991 Bertschinger 1987
vdW & van Kampen 1993 vdW & Bertschinger 1996

20/01/2017
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Nonlinear
Structure Formation

Nbody Simulations

Simulations on scales of order 100 Mpc are the workhorses of
studies of large-scale structure formation
EVOLUTION OF STRUCTURE IN THE GAS DISTRIBUTION

ACDM, N = 2 x 2243
134 x 134 x 22.3 (h~'Mpc)?
T EE . T g

R e R e 2 % D Ly WA 1 X S AT
L 0y - A o S TR T S S 9 g R I
=3 Aﬂ“ = A e 3 - G 2 | R P ~d A o] o
?ﬁ{\/ N - W I e W o S R S
R A, SRR G AR e e, ¥ g8 A0 At

Springel, Hernquist & White (2000)
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Simulations need to account for the full
cosmic matter-energy content
MATERIAL IN THE UNIVERSE

Qe =1
flat space-time
M
g
\ Q, =073
g
85% Dark Matter
=1
15% ‘Baryons

Cosmological
Constant
“Dark Energy”

Matter

20/01/2017
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Cosmic Web: Gas Simulation

Gaseous Cosmic Web

17



Cosmological N-body simulations have grown rapidly in size over the

last three decades

"N" AS A FUNCTION OF TIME
1010__

» Computers double
their speed every
18 months
(Moore's law)

B

» N-body 10
simulations have
doubled their size
every 16-17
months
]

» Recently, growth 107
has accelerated
further.

The Millennium Run
should have become
possible in 2010 -

we have done itin 10°—
2004 !

simulation particles

102IIIII!II!IIIII]IIII]IIIIIIIIIlIIIIIIIII

N

lIIIIIIIIlIIIIIIIll]IIIIIIIIIlIIIIIIIII

direct summation 1.
PMor APM

distributed-memory paralle] Tree ?
shated-memory patallel o vectorized M /

distributed-memory paralle] TreePM

400 3 10%-215(Year—1075)

| 1] Miyonhi s Kibaun 1575
12] Aarsetn, Tema & Goti [ 979

| 3] Etstminanu & Exshwnod (181)

[ 4] Whaa, Fimeh & Daves [1983)

| 5] Crvis, Esstaihiow, Faerk & Wikt (15851
[6] Whike, Fresk, Dave, Etstathou (1987)

[ TICarber Couchman & Thomas | 1960
[ #1500 & Suginohaa (161

[9] Wanen, Gwnn, Saimon & Tuek (1992

[12]Cote, Wieirberg, Frark & Ratm [1997)
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1] Govemat ot ol (19599}

1] Jurkims of al 200 1)
] Bodle, Bahcall, Ford & Osirker 2001
17] Evend ot al. (20023
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year

2000

2010

Nbody Dynamics:

Fundamentals

20/01/2017
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The N-body method uses a finite set of particles to sample the
underlying distribution function
"MONTE-CARLO" APPROACH TO CCOLLISIONLESS DYNAMICS

We discretize in terms of N particles, which approximately move along characteristics
of the underlying system.

(b( ) e i m;
xX) = =iy i~ [(X _}51)2 __‘|‘_

The need for gravitational softening:

@ Prevent large-angle particle scatterings and the
formation of bound particle pairs. Needed for faithful

collisionless behaviour
@ Ensure that the two-body relexation time is

sufficiently large.

@ Allows the system to be integrated with low-order
intergations schemes.

Particle Simulation

Courtesy: J. Hidding

20/01/2017
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Mass Element Evolution

Courtesy: J. Hidding

Tessellation Deformation
& Phase Space Projectio

T TR TR T A TR T oE TR
! - T

Translation towards
Multi-D space:

- Look at deformation : !
of initial tessellation FEREE

DR

- each tessellation cell ) )
I particle fluid element
represents matter ce displacement deformation
- evolution deforms cell

- once cells start to
overlap, manifestation
of different phase-space
matter streams

20/01/2017
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The dynamics of structure formation is driven by gravity

: Hydrodynamics
Gravuty shock waves
general relativity, but radiation processes
Newtonian approximation in star mp;-';n
expanding space usually supermovae,
sufficient black holes, etc...

dark matter is collisionless

Monte-Carlo integration as

an N-body system

l | Problems:

3N coupled, non-linear differential
equations of second order

@ N is very large
L Y equations are coupled
to each other

Two conflicting requirements complicate the study of hierarchical

structure formation

DYNAMIC RANGE PROBLEM FACED BY COSMOLOGICAL SIMULATIONS

Want small particle mass
to resolve internal structure
of halos

Want large volume to
obtain respresentative
sample of universe

Problems due to a small box size:

¢ Fundamental mode goes non-linear soon after
the first halos form. = Simulation cannot be
meaningfully continued beyond this point.

€ No rare objects (the first halo, rich galaxy
clusters, etc.)

need large
where N is the particle number

Problems due to a large particle mass:

€ Physics cannot be resolved.
€ Small galaxies are missed.

At any given time, halos exist on a large range of mass-scales |

20/01/2017
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Several questions come up when we try to use the
N-body approach for cosmological simulations

* How do we compute the gravitational forces
efficiently and accurately?
*» How do we integrate the orbital equations in time?

*» How do we generate appropriate initial conditions?

—-V: P
2. Vi @(x:) Note: The naive
N m computation of the
P(x) = -Gy ——— forces is an N2- task.

Time Integration Issues

20/01/2017
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Time integration methods

Want to numerically integrate an ordinary differential equation (ODE)

y = f(y)

Note: y can be a vector

Example: Simple pendulum I

('if:—% sin o [

Yo = v Y = v

> y — /(Ef) — ( g & )

i sin yo

A numerical approximation to the ODE is a set of values {Y0; Y1, Y2, - - -}
attimes {tg,t1,%o,...}

There are many different ways for obtaining this.

Explicit Euler method
Ynt1l — Yn T f(yn)At

+ Simplest of all
* Right hand-side depends only on things already non, explicit method

» The error in a single step is Q(At2), but for the N steps needed for a finite
time interval, the total error scales as O(At) !

* Never use this method, it's only first order accurate.

Implicit Euler method
Ynt1 — Yn + f(ynJrl)At
* Excellent stability properties
* Suitable for very stiff ODE

+ Requires implicit solver for y, 4

20/01/2017
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Implicit mid-point rule

* 2" order accurate

yn.—l—l = y'n + f (

» Time-symmetric, in fact symplectic

* But still implicit...

Runge-Kutta methods

whole class of integration methods

2" order accurate

2

4" order accurate.

Yn i Yn+1

)At

"l"l — f(vn)
‘Iir? f(yn + kl Af)

ki + ko
Yop1 — Un + ( ]2 -) At

f UT? 3)

f(yn + k1 AL/2, 8, + AL/2)

f Yn + }"%Af/fz tn + Af}

3 3 6

k ks Ky
y,,—l—( . W . T

(
(

Fyn + koAL/2, t, + At/2)
(

o)

The Leapfrog

“Drift-Kick-Drift” version

For a second order ODE:

X = f(x)

“Kick-Drift-Kick” version

At
n+% = In - 2 ?"‘117

T

Unt1 — t"ﬂ—f—f( nl— )At

Intl = Tpyl F Unt1—5-

At
2

Upyd

xn{—]

Un 1

At
= vt (@)
At
— .’En‘|"l’n+%7

u—f-l | f(‘L"ﬂ.}])

At
2

« 2" order accurate

* symplectic

* can be rewritten into time-centred formulation

20/01/2017
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When compared with an integrator of the same | wcond-order Runge- Kot
order, the leapfrog is highly superior Foez09
INTEGRATING THE KEPLER PROBLEM 51 abits

2784.6 steps / ocbit

Aiaataantassaseaatsasssssiat Atnassas Mossasatd aadassase: F o 5560.2 fovces/ ombit o
0.4 |- second-omder Runge- Kunta } E .
i gURE } of

it
i

foaly every LO-th orbit drawn)

| 1 1 0 1 2

| PSPPI FOUTUUSULT TOTSUTTUIT TUPRTUTON POUUTUPI PITUTIN J F aaa s ma s e e
Ll - Leapfrog (fixed stepsize)

=09

[ Leapfrog (fixed stepsize) 200 cebits

| 2010.6 steps / crbit

005K
g | ol
E ﬂm.
D054
: -1
owl . . e -
o 80 100 150 200
rounds (ealy every 10-th orbit deawn) ]
Pl L e b e Lo s iiaa iy

=1 0 1 2

Nbody Dynamics:

Historical

20/01/2017
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THE ASTROPHYSICAL JOURNAL

AN INTERNATIONAL REVIEW OF SPECTROSCOPY AND
ASTRONOMICAL PHYSICS

VOLUME 94 NOVEMBER 1941 NUMBER 3

ON THE CLUSTERING TENDENCIES AMONG THE NEBULAE

II. A STUDY OF ENCOUNTERS BETWEEN LABORATORY MODELS OF
STELLAR SYSTEMS BY A NEW INTEGRATION PROCEDURE

ERIE HOLMBERG

ABSTRACT

In a previous paper* the writer discussed the possibility of explaining the observed clustering effects
among extm%:.lactic nebulae as a result of captures. The present investigation deals with the important
problem of whether the loss of energy resulting from the tidal disturbances at a close encounter between
two nebulae is large enough to effect a capture. The tidal deformations of two models of stellar systems,
gassi.ng each other at a small distance, are studied by reconstructing, piece by piece, the orbits described

y the individual mass elements. The difficulty of integrating the total gravitational force acting upon
a certain element at a certain point of time is solved by replacing gravitation by light. The mass elements
are represented by light-bulbs, the candle power being proportional to mass, and the total light is meas-
ured by a photocell (Fig. 1). The nebulae are assumed to have a flattened shape, and each is represented
by 37 light-bulbs. Itisfound that the tidal deformations cause an increase in the attraction between the
two objects, the increase reaching its maximum value when the nebulae are separating, ie., after the
passage. The resulting loss of energy (Fig. 6) is comparatively large and may, in favorable cases, effect
a capture. The spiral arms developing during the encounter (Figs. 4) represent an interesting by-product
of the investigation. The direction of the arms depends on the direction of rotation of the nebulae with
respect to the direction of their space motions.
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Fi1c. 4o.—Tidal deformations corresponding to parabolic motions, clockwise rotations, and a distance of cloacat approach equal to

the diameters of the nehulae. The spiral arma point in the direction of the rotation.

Fic. 4b.—Same as above, with the exception of counterclockwize rotations. The spiral arms point in the direction opposite to

the rotation,
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* 1000 particles
in spherical volume

e initial conditions:
random/semi-random

-

1979: Aarseth, Turner & Gott

N

» 328 particle
in cubic volume

initial conditions:
1st time proper

cosmological Gaussian conditions:
Zeldovich approximation

PM particle-mesh simulation

1983: Klypin & Shandarin

i A

“Cosmic Chicken”

20/01/2017
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DEFW, “Gan

g of Four” |

;98'5_—‘19‘89 3

Davis, Efstathiou, Frenk & White

HDM does not work: absence older small structure

CDM simulations,

323 particles in cubic box

P3M particle-particle particle-mesh code L
large range of publications establishes CDM as standard

cosmology
Gruber prize 2011

Tar, ARAFE Y I

i

T T

1985-1989:

DEFW, “Gang of Four”

Davis, Efstathiou, Frenk & White

HDM does not work: absence older small structure

CDM simulations,

323 particles in cubic box

P3M particle-particle particle-mesh code
large range of publications establishes CDM as standard

cosmology
Gruber prize 2011

Fi. 16 The progecied distribes
the 29 » peak of the lisear drassty

of all parsices e aad of the * galaxies ~iright) in BAS1 a8 2 = 1.4, The i of the bon is 12.8h° | Mpse. “ Galasies ™ are assumed 1o oem oaly o1
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1985-1989: DEFW, “Gang of Four”

Hubble

Volume

20/01/2017
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> Millepnium |

ol I 3 Jiy
N

1 Gpoth

y: 7

- Aliteritiur Simitation”, X
. 10.077.696:000 particles =~
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Millennium Simulation

Run: 2005
Virgo consortium: UK-Germany centered European consortium

2005-2014: 650 publications based on Millennium

Nbody simulation, TreePM (Gadget2)
LCDM cosmology

21603 particles ~ 10 x 10 particles
Volume: cubic region 500h™ Mpc
Resolution: sh™ kpc

Dynamic range: 105 per dimension

Data: 25 Terabyte

Galaxy modelling by semi-analytical modelling

2x107 galaxies with mass > LMC

Public Database:
VO-oriented and SQL-queryable database (G. Lemson)

31
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: _.-%(‘?05: - Millennium

31.25 Mpcih
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~\Millennium =~
SAM Galaxy Distribution

Millennium

SAM Galaxy Distribution

P = Semi-analytical models (SAM)
: g5 of galaxy formation:

DM patrticle distribution

DM halos (clumps):
collapsed & virialized clumps

Complex (> 18 parameter) SAM models
use halos to populate these with galaxies

* Morphology, Luminosity, Colour etc.
of model galaxies dependent on
- mass halos
- merger rate and history
- and other factors

Figure:
Comparison Millennium simulation
SDSS, 2dFGRS, CfA galaxy surveys

20/01/2017
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Millennium-II

Run: 2009

Virgo consortium:

Nbody simulation, TreePM (Gadget)
LCDM cosmology

21603 particles ~ 10 x 10'° particles
Volume: cubic region 100h” Mpc
Resolution: 1h" kpc

Dynamic range: 105 per dimension

Particle mass:  6.89x10 °My/h

34



Run: 2010

Virgo consortium: UK-Germany centered European consortium

First multi - 100 billion particle simulation

Nbody simulation, TreePM (Gadget2)

LCDM cosmology
67203 particles ~ 300 x 10" particles
Volume: cubic region 4.1 Gpc
216 volume Millennium
27000 volumes Millennium-II
Run on JUROPA supercomputer,
12,000 cores, 300 years CPU time, 30 Terabyte RAM

Data: 100 Terabyte

Galaxy modelling by semi-analytical modelling

700 x 10° galaxies at z=0

20/01/2017
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PM:

Particle-Mesh
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The particle-mesh method

Poisson's equation can be solved in real-space by a
convolution of the density field with a Green's function.

(x) = [ g(x—x) p(x) dx’

Example for p(x) &
vacuum boundaries: | ®(x) = -G | ———dx' g(x) = —
|x — x/| x|
In Fourier-space, the convolution becomes a simple multiplication!
¢ (k) = g(k) - p(k)
—» Solve the potential in these steps: The four steps of the PM algorithm
§ (a) Density assignment
(1) FFT forward of the density field (b) Computation of the potential
(2) Multiplication with the Green’s function (c) Determination of the force field
(3) FFT backwards to obtain potential (d) Assignment of forces to particles
Density assignment
h I {x } set of discrete
il m ] mesh centres

Give particles a “shape” S(x). Then to each mesh cell, we assign the fraction of mass that falls
into this cell. The overlap for a cell is given by:

h !

. Xm 3 , X —x ,

W (Xm — Xi) — / ; J.L)(XIr - Xi) (b(Jr = /-ll ('}—m') ;‘3( '~ X;’) (lX"
SxXm—3 - L

The assignment function is hence the convolution:

. (X 3 1 for|z| <2
W I (—) S h = <3
() h *S5(x) i (=) { 0 otherwise

The density on the mesh is then a sum over the contributions of each particle as given by the
assignment function:

1 N
P(Xm) = h_; Z m; W(x; — Xm)
* =1

20/01/2017
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Commenly used particle shape functions and
assignment schemes

Name Shape function S(x) # of cells Properties of force
involved
NGP ¢ ) ( X) 13=1 piecewise constant

Nearest grid point

“ 3
g!lguds in cells [ i]_[ (E) *0(x) 27 =8

TSC 1.y 1 /%\| =97
, = () x|+ T
Triangular shaped A h3 ( h-) X h3 (h_)

clouds

in cells

piecewise linear,
continuous

continuous first
derivative

Note: For interpolation of the grid to obtain the forces, the same assignment function needs to be
used to ensure momentum conservation. (In the CIC case, this is identical to tri-linear interpolation.)

Advantages and disadvantages of the PM-scheme

Pros: SPEED and simplicity

Cons: * Spatial force resolution = — serious problem:

limited to mesh size.

cosmological simulations cluster
strongly and have a very large

* Force errors somewhat dynamic range

anisotropic on the scale

of the cell size cannot make the PM-mesh fine
enough and resolve internal
structure of halos as well as large
cosmological scales

— we need a method to increase the dynamic range available

in the force calculation

20/01/2017
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P3M:

Particle-Particle Particle-Mesh

Particle-Particle PM schemes (P3M)

Idea: Supplement the PM force with a direct summation short-range force at the
scale of the mesh cells. The particles in cells are linked together by a chaining list.

Offers much higher dynamic range, but becomes slow when clustering sets in.

In AP3M, mesh-refinements are placed on clustered regions

H | [ Can avoid clustering slow-down,
H‘M | but has higher complexity and
SR | ambiguities in mesh placement

Codes that use AP3M HYDRA (Couchman)

20/01/2017
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DEFW:

Davis -Efstathiou-Frenk-White

‘the gang of four’

DEFW 1985

20/01/2017
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’ o DEFW 1985

—Redshift catabogs constructed from two apen models (002 and £ are shawn i {a) ard {4 as projections anto the =sky.” Particles lected foe inclusion in th Jogs in such
wuy s 10 miemic the morthern CTA survey. The real data are shown in the same farma in {c). These are equal area plats of the sky; the outer circk correspands to Galactic latiliade + 4", wile the
empty reg P below 0" the * abaerves ™ was purposely sited near a prominent cluster.

DEFW 1985

FiG. 16.—The projected distribution of all particles (lft) and of the * galaxies ™ {right) in EdS1 at @ = 1.4. The side of the box is 325k " Mpe. = Galaxies ™ are assumed to form only at
the 2.5 & peaks of the linear density distribution.

20/01/2017
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Tree Algorithms

Gravity is the driving force for structure formation in the universe
HIERARCHICAL TREE ALGORITHMS

The N? - scaling of direct summation

puts serious limitations on N... . o £ .
But we want N ~ 108-10'° for o[ .
collisionless dynamics of dark matter ! R ] - *
Idea: Group distant particles . ].* . * .
together, and use their multipole il ¢

expansion.
» Only ~ log(N) force terms per particle.

R N N N N N R R R

AR R R

20/01/2017
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Oct-tree in two dimensions
R Tree algorithms

level °.-"'f ) Idea: Use hierarchical multipole expansion to
-t \‘-. account for distant particle groups center-of yass

. T
&P — G e
(r) ¢ z,: |r — x|

We expand:
1 1

e—x|  |(r—s)—(x;i—s)|

origin

for |x; —s| < |r — ] Yy=r—s

and obtain:

1 |y (s-x) 1Y s -x)(s-x)" - Ts-x)]y

y+s-x| Iyl Iy} 2 IyP?

the dipole term
vanishes when
summed over all
, particles in the

| = group

s

The multipole moments are computed for each
node of the tree

Monpole moment:
M = E m;
T
Quadrupole tensor:

Q= ;mk [3(xk —8)i(xx —8); — 0ij (Xx — s)"’]

Resulting potential/force approximation:

M 1y"Q y]
lyl = 2 [yl°

(s}

d(r) = -G [

For a single force evaluation, not N single-particle forces need to be computed,
but only of order log(N) multipoles, depending on opening angle.

* The tree algorithm has no intrinsic restrictions for its dynamic range
+ force accuracy can be conveniently adjusted to desired level

* the speed does depend only very weakly on clustering state

+ geometrically flexible, allowing arbitrary geometries

20/01/2017
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TreePM

mixing Treecode with PM

Particularly at high redshift, it is expensive to obtain accurate forces
with the tree-algorithm
THE TREE-PM FORCE SPLIT

Periodic peculiar V26(x) = 4nGlp(x) — p] = -ITFGZ Z m; [é(x —x;—nl) — %

potential

Idea: Split the potential (of a single particle) in Fourier space into a long-range and a short-range
part, and compute them separately with PM and TREE algorithms, respectively.

; . ArG
Poisson equation ] i
in Fourier space: ¥k = k2 P (k#0)
” ; g ¢ yshort __ 4 T S, o0
(rrujl!l(mf.‘ = ¢ “xp(_ki?_‘f) O = Ik [1 € .\.[){ k (g )]
4 X 2 Gm
FFT to real space @(r) = — = erfe (23‘

Solve with PM-method
+ CIC mass assignment
FFT

multiply with kernel

FFT backwards

Compute force with 4-point 1]

finite difference operator % i

« Interpolate forces to particle Solve in real space with TREE
positions

. e

=
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The maximum size of a TreePM simulation with Lean-GADGET-II
is essentially memory bound
A HIGHLY MEMORY EFFICIENT VERSION OF GADGET-II

Particle Data Tree storage FFT workspace
| 44 bytes / particle 40 bytes [/ particle 24 bytes / mesh-cell

Mot needed concurently!

Special code version 84 bytes / particle
Lean-GADGET-II needs: (Assuming 1.5 mesh-cells/particle)

Simulation Set-up:

@ Particle number: 2160° = 10.077.696.000 = ~ 10" particles

@ Boxsize: L =500 h-" Mpc T .
inimum memory requirementy

@ Particle mass: mp=8.6x10®2h-"Mg of simulation code

@ Spatial resolution: 5 h-"kpc ~840 GByte

@ Size of FFT: 2560° =16.777.216.000 = ~ 17 billion cells

Compared to Hubble-Volume simulation: @ > 2000 times better mass resolution
@ 10 times larger particle number
@ 13 better spatial resolution

Moving Mesh:

Arepo & TESS
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A finite volume discretization of the Euler equations on a moving
mesh can be readily defined
THE EULER EQUATIONS AS HYPERBOLIC SYSTEM OF CONSERVATION LAWS

State vector Flux vector

Euler equations

ou p pv
— 4 V.F=0 U=| pv FU)=| pw+pP :
or pe (pe + P)v e=u+v2

Equation of state: P = (y—|)pu

Discretization in terms of a number of finite volume cells:

Cell averages Evolution equation

M; .

1Q; :

Q = ( pi ) = / udv e _/ [F(U) -~ Uw']dn
E; I dt Jav;

But how to compute the fluxes through cell surfaces?

The fluxes are calculated with an exact Riemann solver in the
frame of the moving cell boundary
SKETCH OF THE FLUX CALCULATION

“y '

The motion of the mesh
generators uniguely
determines the motion of all

cell boundaries
-
=X
State left of cell face State right of cell face
PL PR p
VL VR ——— Riemann solver —» v = F(U)
P! PH (in frame of cell face) P
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The moving-mesh code deals well will problems that
involve complicated shock interactions
WOODWARD & COLELLA'S INTERACTING DOUBLE BLAST PROBLEM

& 1 1 1 1 I T 1 1 7 1 1 1 | 1 1 1
moving mesh static mesh

6 6

5F 5F 2 3

aE 3 a4k 3
E =k 3

3 E I 3

2 3 2F ‘ 4

g / g
0E I . L 0E | L L M
0 0.6 0.8 1.0 0 06 0.8 1.0
x X

Springel 2009
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Illustris Simulation

Run: 2013-2014

First multi - 100 billion particle simulation

Arepo adaptive-grid (Voronoi) Nbody+hydro simulations
LCDM cosmology

67203 particles ~ 300 x 10% particles

Run on various supercomputers (France, Germany, USA),
8192 cores, 19 million CPU hours, 25 Terabyte RAM

Data: 230 Terabyte

[ustris:
HUDF, real vs. simulated
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[lustris:
Hubble Diagram

Phase-Space Dynamics
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i —
Phase Space | t=0
] 0
Evolution -
4}
Dark Matter Phase Space sheet: z t=1
3-D structure projection of a %07
folding DM phase space sheet + :
In 6-D phase space 2
< t=2
- Shandarin 2010, 2011 ¥ 2 JEE———
- Neyrinck et al. 2011, 2012 o (\D ________ e
Or|gam| 1 S ———
Abel et al. 2011 -4
‘ t=3
2 e
Evolving matter distribution in | )
position-velocity space — 1D : ( n)> """"""""
-4 T
-4 2 0 2 4
Position
Phase Space Evolution
1 - v - . - . -
Phase space: T
- \\
Velocity vs. Position - 7 \
-05 \ _,/"///
Density: =1 . I . ! - - ' -+ I '
pE)=[f(Xv)dv | ™} 7 e e
0} I i P
3 LW
= ISR
1 '.:-.._,,:f.m__
0 o - 0.2 - 0;4- 0.8 - 0. B—
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Lagrangian-Eulerian
Phase Space

To follow evolving phase-space of cosmic structure, it is sometimes insightful
to consider a coordinate transformation of 6D phase-space:

Eulerian coordinates X and Eulerian coordinates § of a mass element:

f(x,q)

Note that in Zeldovich approximation, the velocity of a mass element is:

V(G,t) =—a(t)D() f () Va(q)

Tessellation Deformation
& Phase Space Projection

Translation towards
Multi-D space:

- Look at deformation
of initial tessellation

- each tessellation cell
represents matter cell

- evolution deforms cell

- once cells start to
overlap, manifestation
of different phase-space
matter streams

20/01/2017
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Tessellation Deformation
& Phase Space Projectio

Translation towards PR P ”Fg
Multi-D space: : ' : 5%

- Look at deformation
of initial tessellation

DR

- each tessellation cell ) )
I particle fluid element
represents matter ce displacement deformation
- evolution deforms cell

- once cells start to
overlap, manifestation
of different phase-space
matter streams

Tessellation Deformation
& Phase Space Projection

Translation towards Conservation of mass
Multi-D space: (continuity eqgn.):

-1
oX .
—| ~ld
a (d)

p(%.0) =3, p(d)=

- Look at deformation
of initial tessellation

- each tessellation cell
represents matter cell - V, (G)
’ 1h0

- evolution deforms cell

Monostream
Density Evolution
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(Cosmic) ORIGAMI

Evolution of dynamical system:
Phase-space folding — Cosmic Origami

mono stream

multi stream

Plotal (X’H) = Z%p(qi’to)

i Vi

Mark Neyrinck

Multistream Density
‘Estimates
3 ;-‘-‘k‘.“‘_w !

" ’
LS
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Multistream Density
Estimates

Cosmic Web Stream Density

Translation towards
Multi-D space:

Density of
dark matter streams:

- # phase space folds

Trst caustic
FERNE

# locally overlapping
tessellation cells "

30 35
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SPH

Smooth Particle Hydrodynamics

What is smoothed particle hydrodynamics?
DIFFERENT METHODS TO DISCRETIZE A FLUID

Eulerian

discretize space

representation on a mesh
(volume elements)

l'
71

17

finciple advantage:

high accuracy (shock capturing), low
numerical viscosity

Lagrangian
discretize mass

representation by fluid elements
(particles)

resolutions adjusts
automatically to the flow

™ L]
. collapse
L] . -
L ™ o
L L
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The baryons in the universe can be modelled as an ideal gas
BASIC HYDRODYNAMICAL EQUATIONS

Euler equation: d_V — _E - Vo

dt p
Continuity equation: E(ji—? FpV-v=0
First law of du F A(u, p)
thermodynamics: E = _; TV = T
Equati f state of ideal = ; g ‘
mcz;rlioxr:icsgase:o . = (F}( - 1),Olt ? I = 5/3

Kernel interpolation is used in smoothed particle hydrodynamics
(SPH) to build continous fluid quantities from discrete tracer particles
DENSITY ESTIMATION IN SPH BY MEANS OF ADAPTIVE KERNEL ESTIMATION

3

or T T T
| . . P SPH kernel (B-spling)
Kernel interpolant of an arbitrary function: 25F-normalized to 1

(A(r)) = f W(r -, h) A(r') &

If the function is only known at a 0sf

set of discrete points, we a3 m; - , , ; ,
approximate the integral as a L e o 10 95 00 05 10
sum, using the replacement: Pj " 2

s .c ._ r‘ .
N m; RS e
(Ay =D —LA;W(ry; h) . Now Y8
_,i'—— 1 ' . S .

This leads to the SPH density estimate, for A; — Pi
—® This can be

N
Pi = Z m’JIV(lrij |, hi) differentiated !
j=1
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Kernel interpolants allow the construction of derivatives from a set
of discrete tracer points

EXAMPLES FOR ESTIMATING THE VELOCITY DIVERGENCE

Smoothed estimate for the velocity field:

{vi) =3 % v W(r; —r;)

i Pi
Velocity divergence can now be readily estimated:
m;
V-v=V. <Vi) = Z —{Vj V;I-‘V[r,; = I'J.')
i J

But alternative (and better) estimates are possible also:
Invoking the identity
pV-v =V - (pv) —v-Vp
one gets a “pair-wise" formula:

p,(V . V); = Zm;(vi — V;) V-;I’V(I‘; = I‘j)
J

What is smoothed particle hydrodynamics?
BASIC EQUATIONS OF SMOOTHED PARTICLE HYDRODYNAMICS

Each particle carries either the energy or the entropy per unit
mass as independent variable

N
: 2 J - Continui uation
Density estimate  p; = »_ m;W ([, hi) —» Somin SAUSLER
j=1

> P = (v —1)piui

i
+ & Artificial viscosity

1v; N . B —
Euler equation L. S > m; (_J + _j') VW,

dt j=1 [

N.'
First law of duj 1 P, P
thermodynamics dr 2 Z iy (_z + 34 Vi ViW;
: i=1 i j
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An artificial viscosity needs to be
introduced to capture shocks
SHOCK TUBE PROBLEM AND VISCOSITY

viscous force:

. N Ti7
dv* —_ — Z '?7?,_; I],JV, ”t_,l
j=1

dt

visc

parameterization of the artificial viscosity:

_a cite; —3w; ]u',- . i L
i g2 if vij-ri; <0
1] .
0 otherwise
sig )
Vi = ¢ + ¢; — 3w,

wij = Vij * Tij/|rij]

heat production rate:

du; 1Y
- == Zm.-ll,—-v,-- - VW i
dt 2j---.l g Vig i

SPH can handle
strong shocks

and vorticity
generation

A MACH NUMBER 10
SHOCK THAT STRIKES

AN OVERDENSE
CLOuUD
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There are principal differences between SPH and Eulerian schemes
SOME FUNDAMENTAL DIFFERENCE BETWEENS SPH AND MESH-HYDRODYNAMICS

Eulerian Lagrangian

sharp shocks, shocks broadened over roughly

somewhat less sharp 2-3 smoothing lengths

contact discontinuities (post-shock properties are correct though)
(best schemes resolve

fluid discontinuities it in one cell)

mixing happens implicitly at mixing entirely suppressed at
the cell level the particle-level
(but advection adds numerical (no spurious entropy production, but
diffusivity and may provide a source fluid instabilities may be suppressed)

of spurious entropy)

no need for artificial viscosity requires artificial viscosity
(in Godunov schemes)

Truncation error not Galilean invariant
Galilean invariant
(“high Mach number problem”)

self-gravity of the gas done on a mesh self-gravity of the gas naturally
(but dark matter must still be represented by particles) treated with the same accuracy
no explicit conservation of total energy as the dark matter,

when self-gravity is included total energy conserved

Springel 2009

Different hydrodynamical simulation codes are broadly in agreement,
albeit with substantial scatter and differences in detalil

THE SANTA BARBARA CLUSTER COMPARISON PROJECT
Frenk, Vhite & 23 co-authors (1999)

o

Gnedin Navarra

Gas z=0

Couchman

Yepes wWadsley

o
o
.
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Nbody Simulations

a select number of results

largely based on excellent Potsdam lectures on Nbody simulations (2006)
by V. Springel

Higher mass resolution can resolve smaller galaxies
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The "large-
scale"
structure seen
at high
redshift
superficially
resembles the
morphology of
structure

seen at low
redshift

GAS
DISTRIBUTION
SEEN IN A

SMALL PERIODIC

BOX AT
REDSHIFT z=6

Projected
metallcity
maps
reveal a
highly non-
uniform
enrichment
pattern

PROJECTED
MEAN GAS
METALLICITY

0.1000

0.0100

00010

0.0001
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Simulated dark
matter halos
are not
spherically
symmetric, nor
does their
structure look
as simple as
assumed in the

analytic models
models

N-body
simulations find a
universal profile
that is not a
power-law

THE NFW-PROFILE

P Py

10°

10°

T T 1

1IIIT[ T T I1III[| T

T I[]]III

. p(r) b ;)
ot (r/r) L+ /1)
: 200 c
10'— R st ,
= £ 3 In(1+4¢)— e et
10° Lol Lol Lol
0.1 1.0 10.0 100.0
r [ h'kpel
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Halos formed in
high-resolution
simulations of
cold dark matter
show rich
substructure

SUBHALOS IN A RICH
CLUSTER

~ 20 million
particles within
virial radius of
cluster

Springel, White,
Kauffmann
Tormen (1999)

'
“TMpc/h

The subhalos formed
in high-resolution
simulations of cold
dark matter can be
reliably detected and
extracted

SUBHALOS IN THE 52
CLUSTER IDENTIFIED WITH
SUBFIND

2000

vl i'kpe]
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Semi-analytic Galaxy Formation
&
Subhalos

Analysis of many simulation

0171
outputs allows a measurement o 2%
. . . 1 o=
of the hierarchical build up of ¢ ...| . e
dark matter halos ozisl wir st
Oz evEEeEE =/ | Toos
FOLLOWING DARK MATTER IN TIME I 77 7 1
0_262?1‘. i | |22
aaad L i | e
W7 q
0.314} g v
el 13.18
0355 o
35¢ 282
0377
odiai | {2 65
ol |2.49
0.426 - 2.
0453 .
e E;‘;“
0512} S
0.544 oed
0578 — 1M
0.614 — 1
oesal —1.63
O.W. """" 153
- | Wi by
orsl-  aiy e
Merger tree of a cluster e 1
l[o_nl_yr progenitors above a Omj « ¢ '
minimum mass are shown) 2:“ «7 e
il @ 1.06
. 1.00
a
z+1
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Semi-analytic models are one of the most powerful Reded by
techniques to study galaxy formation - ~4_ “hybrid" models
MOST IMPORTANT INPUT PHYSICS [ | Dark matter \ =
a Radiative gas 0 hi;“t:rr:itl;ga ‘ J | Star formation
va = -~
E' e ibak . Spectroplllo:?metrlc
evolution
Hierarchical growth of dark “ -
matter halos 2  [FeEroeaey Metal
» und d with high , = evolution \ enrichment

Radiative cooling of gas within
halos (dissipation)

» in princible well within reach of current simu-
lations, yet plagued with numerical difficulti

Semi- analytic

machinery

: : P o \ ,.---—L——-u.,_
Star formation and associated A Tully- Fisher 8¢ _  Luminosity ™
feedback processes ‘. relation ¥ ‘. function _
—p highly uncertain physics, numencaily w e i Y il
extremely difficult S o (Star formation ¢ " Galaxy
= © Galay “p . histery X morphologies
Spectrophotometric modeling of = EEoRB I O
stellar populations o E—— S
» some uncertainties, but no/small o MWDMIOQ‘I ’ A E\"°Im'°“ to )
coupling to gas dynamics [ density J v & hlgh redshrft
__relation - oo
—— Clustenng
._ properties /

1 '_G-p(;.f'h ;

Mlllenmum Run
10 077 960. OOO partlcles

Springel el al "m)(l q
VIRGS

P'a“Ck,I”S“tUF : ngel et'al; (2004) \
Astrophysik:
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The semi-analytic
merger-tree in the
Millennium Run
connects about 800
million subhalos
SCHEMATIC MERGER TREE

@ The trees are stored as
self-contained objects,
which are the input to the
semi-analytic code

@ Each tree corresponds to
a FOF halo at z=0 (not
always exactly)

@ The collection of all trees
(a whole forest of them)
describes all the
structures/galaxies in the
simulated universe

Time

Merger tree organization in the Millennium Run

B

Descendant ——# FirstiProgenitor

. Halo B NexiProgenit
—  FirsiHaloInFOFGroup
—#  NexiHaloInFOFGroup

The merger tree in the Millennium simulation describes the orbits of all

galaxies brighter than about 0.1 L,
DARK MATTER AND GALAXY DISTRIBUTION IN A CLUSTER OF GALAXIES

2 Mpc/h
i
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The distributien;of darkmatter-on' Iarg'
DARK MATTER DENSITY, GOLOR-CODED BY D)

4 i Y-

The light distribution.of galaxies on large scales
DENSITY OF RED/AND BLUE GALAXIES :
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