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- SDP, SRCs, AENEAS, SWGs and all these acronyms

- Initial set of processing considerations, data products and associated volumes, 

formats, and tools:  your input is needed! 

- As written in my abstract

“The HI/StoryNU workshop seems a right place to present this talk, and 
hopefully motivate further discussions and hence make sure that the needs 

of the HI community are well integrated within the SRCs early in the 

process.”

OUTLINE



SKA REGIONAL CENTRES (SRCS)

SKA Fact sheets. August 2018.  skatelescope.org



SKA REGIONAL CENTRES (SRCS)

J. Wagg. PHISCC 2018



SKA REGIONAL CENTRES (SRCS)
• SRCs will provide access to the SKA community to data products they are 

authorised to, as well as the tools and processing power to generate and analyse 
Advanced Data Products (ADPs) AENEAS	Kick	off	meeting	|	Den	Haag	|	28	Feb	2017

Simplified	description	but	highlights	important	factors	

• a	collaborative	network	

• transparent	and	location	agnostic	interface	to	SRCs	for	users	

- no	SKA	user	should	care	where	their	data	products	are	

- all	SKA	users	should	be	able	to	access	their	data	products,	irrespective	of	whether	their	

country	or	region	hosts	a	regional	centre

Model for collaborative network of  SRCs
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SKA REGIONAL CENTRES (SRCS)
• SRCs will provide access to the SKA community to data products they are 

authorised to, as well as the tools and processing power to generate and analyse 
Advanced Data Products (ADPs)

Essential functions:

• Provision of  a common platform to enable the access to SDP Data Products and the 
creation of ADPs of high science value 

•User support, curation and preservation of SKA and user-generated data products and 
workflows leading to advanced science data products

• Provision of resources for post-processing analysis and data visualization

• Provide platform for continued development of software

• Provide a scientific platform for user to allow innovation in research methodologies

• Application of SKAO data policies and procedures for access to SKA data

• Sharing data products, processing resources and workflows between SRCs

• Supporting VO services and protocols



SKA REGIONAL CENTRES (SRCS)

Slide courtesy of M. Wise

Getting inputs from the SKA scientific community is key (SWGs, FGs)
Processing requirements and technologies? 

Interfaces, tools and techniques for analysis? 



THE SCIENCE WORKING GROUPS

SKA Fact sheets. August 2018.  skatelescope.org



SKA1 SCIENCE GOALS. HI SCIENCE

2014/09/25



• 2015 SDP/SWG meeting

• A document was circulated on “Science Data Processor: anticipated data products” 

• The HISWG gave comments/requests to the SDP

- this to be the beginning of further discussions on what could be realistic, 

- Post processing by SWGs will have to be done by computing nodes or centres 
outside the central processor

• This meeting was previous to the decision by the Board (April 2016) confirming its 
preference for a regional network model for provision of science data  

• So now the feedback should have as a starting point the boundary 
between the SDP and the SRCs

Note that:

PREVIOUS RELATED DISCUSSIONS



SKA REGIONAL CENTRES (SRCS)

SKA Fact sheets. August 2018.  skatelescope.org



**SKA-TEL-SKO-0000015_REV_03_SKA1_SCIENCE_USE_CASES_COMBINED-PART-1-SIGNED.PDF

• Initial set of requirements extracted from the sample use cases scenarios indicated 
below (that intended to serve to guide requirements for SKA1 design)

January 2016



**SKA-TEL-SKO-0000015_REV_03_SKA1_SCIENCE_USE_CASES_COMBINED-PART-1-SIGNED.PDF

• Initial set of requirements extracted from the sample use cases scenarios indicated 
below (that intended to serve to guide requirements for SKA1 design)

These are not 
real (Key) 
Science projects



Procedures required

Processing 
considerations

Data products

Pipeline

Latency

This document was prepared 
when only the SDP “existed”



3.3 A blind HI 21-cm absorption line survey 
at 3<z<6 
SKA1-LOW,  5000 hrs 
50 unique pointings x 100 h
3.7 An all-sky absorption survey at z~1 - 3
Mid- Band 1, 1,000 h, Individual pointings

3.4 SKA1 All-Sky HI Survey
3.6 Medium-Deep HI Imaging Survey
3.9 Deep HI Imaging Survey
3.10 Medium-Wide HI Imaging Survey
Mid-Band 2, Mid- Band 1 x 310,000 h, 2,000 h, 
3000 h, 2000h
Mosaic observations, 
20,000 targets, One deep field, Single pointing

3.5 Deep Galactic and Magellanic HI 
Survey
Mid- Band 2, 4,500 h, Maps through 
multiple fields of view, 1,200 targets
3.8 Cosmic Web: The extended 
environment of galaxies and the IGM
Mid- Band 2, 100 h, Individual pointings 
with multiple objects
3.11 High spatial resolution imaging of 
the HI in nearby galaxies
Mid- Band 2, 300 h, multiple fields of view

• RFI mitigation and flagging 
• Gain calibration 
• Generate continuum visibility dataset 
• Generate continuum image
• Apply the self-calibration solutions and 

direction-dependent corrections to the 
spectral line visibility dataset 

• Subtract continuum from the line dataset 
• Doppler correct (CVEL) line dataset 
• Generate stokes-I spectral-line cube for full 

FoV at 4.6 kHz resolution 
• Deconvolve channels with line detections, if 

needed. 
——-
Calibrated continuum and spectral line 
visibilities to be combined with the data from 
other observing runs to generate `final’ 
stokes-I spectral-line cube(s). 

• Collect visibilities on multiple days 
• Apply barycentric correction 
• Apply flagging 
• Calibrate visibilities 
• Peel strong continuum sources 
• Subtract remaining continuum sources using 

global sky model / Polynomial continuum 
subtraction  
———

• Daily cubes at multiple resolutions for each 
pointing (will SDP produce the required 
number?)

• Combine cubes (and beams) for individual 
pointings in the image domain 

• Residual cont. subtraction in image domain
• Multiscale deconv. of strongest sources
• Residual polynomial continuum subtraction 

in image domain
• Linear mosaicking of multiple fields, followed 

by cutouts in RA, Dec, Freq  
 

• Calibration, flagging, imaging
• Combination of spectral line data cubes 

from different observing runs
• Gridding the UV data so that new data 

can be combined in this grid as it is 
observed.

Morganti et al 2015

McClure-Griffiths et al 2015 Agertz, Teyssier, Moore 2009

PIPELINES
Inputs!
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PROCEDURES REQUIRED

PROCESSING CONSIDERATIONS

DATA PRODUCTS



3.3 A blind HI 21-cm absorption line survey 
at 3<z<6 
SKA1-LOW,  5000 hrs 
50 unique pointings x 100 h
3.7 An all-sky absorption survey at z~1 - 3
Mid- Band 1, 1,000 h, Individual pointings

3.4 SKA1 All-Sky HI Survey
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3.10 Medium-Wide HI Imaging Survey
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multiple fields of view, 1,200 targets
3.8 Cosmic Web: The extended 
environment of galaxies and the IGM
Mid- Band 2, 100 h, Individual pointings 
with multiple objects
3.11 High spatial resolution imaging of 
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Mid- Band 2, 300 h, multiple fields of view

Procedures required, not in the SDP
—
Processing considerations
Reprocessing of calibrated visibilities
Data products
• Stokes I continuum visibility datasets and 

images at 225, 275 and 325 MHz
• Stokes I spectral-line cube over 200 – 350 

MHz with 4 kHz resolution
• Cubelets and spectra towards all the 

sources brighter than 10 mJy in the FoV 
along with the RFI flags applied to the data. 

——-
Continuum source and spectral line catalogs
Continuum image with 30% bandwidth 
centered at 600 MHz. This will be used to 
check the total flux density of the background 
source which should further be logged in a 
public database for future sky-model 
reference

Procedures required, not in the SDP
• source-finding and source parameterisation
• data combination to created integrated deep 

cube (uv and image domain)
Processing considerations
Large data volumes, search cube multiple times 
(source detection), stacking

Data products
• Stokes I data cubes
• Calibrated, imaged, continuum subtracted 

datacubes
———
• image cut-outs
• spectra
• minicubes
• catalogues 
• moment maps
• masks used to make moment maps
• signal-to-noise maps 

Procedures required, not in the SDP
—
• Image cubes at multiple resolutions (will 

SDP produce the required number?). 
• Addition of single dish data for imaging.
• joint deconvolution of mosaic; 
• Multi-scale deconvolution; 
• Addition of single-dish data for imaging
Processing considerations
Large data volumes due to full spectral 
resolution?
Data products
• Fully calibrated I, Q, U and V cubes at full 

spectral resolution
• Image cubes, moment maps, images of the 

PS
• Data cubes, Total HI image, velocity field, 

velocity dispersion map.  At various  resol.
• masks used to make moment maps
• signal-to-noise maps 

Morganti et al 2015

McClure-Griffiths et al 2015 Agertz, Teyssier, Moore 2009
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• Image cubes, moment maps, images of the 

PS
• Data cubes, Total HI image, velocity field, 

velocity dispersion map.  At various  resol.
• masks used to make moment maps
• signal-to-noise maps 

Morganti et al 2015

?

McClure-Griffiths et al 2015 Agertz, Teyssier, Moore 2009

Procedures required, not in the SDP
• source-finding and source parameterisation
• data combination to created integrated deep 

cube (uv and image domain)
Processing considerations
Large data volumes, search cube multiple times 
(source detection), stacking

Data products
• Stokes I data cubes
• Calibrated, imaged, continuum subtracted 

datacubes
———
• image cut-outs
• spectra
• minicubes
• catalogues 
• moment maps
• masks used to make moment maps
• signal-to-noise maps 

Inputs!



-  Volumes:

- SKA1MID, Band 2: Discovery cube size  2.6Pbytes. HI science a fraction down 
to 1/10 of the max. Extracted data products at least 10 times smaller 
(moment maps, pos.vel cuts, spectra)

- continuum data products or spectral postage stamp cubes would be orders 
of magnitude smaller than the discovery cube

- Data storage and compute access for reducing and calibrating data can be an 
issue (feedback from PHISCC 2018)

-  Formats: 

- ongoing work by ICRAR-IT on the jp2 and jpx formats could feed perfectly 
into the requirements of efficiently extracting sub-cubes of various 
resolutions from a huge master cube.

- …
-  Metadata: 

- E.g. for spectra, description of the parameters that went into making them, 
like the size of the extraction region.

MAIN CHARACTERISTICS OF THE DATA PRODUCTS

Inputs!



POTENTIAL SOFTWARE TO INTEGRATE IN THE SRCS 
SCIENCE PLATFORM

- Developed by precursors/pathfinders, KSPs, etc:

- Analysis, e.g. SoFiA, TiRiFiC, GalAPAGOS, GIPSY/GuiPSY, 2DBAT, FAT, MAGMO,Barolo, 
GBKFit, CASA, etc (TBD)

- Visualization: e.g SlicerAstro, VISIONS, X3D

- Interaction/connection with the VO (e.g. in order to request complementary data or 
input data for modeling;)

 

Inputs!
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- Developed by precursors/pathfinders, KSPs, etc:

- Analysis, e.g. SoFiA, TiRiFiC, GalAPAGOS, GIPSY/GuiPSY, 2DBAT, FAT, MAGMO,Barolo, 
GBKFit, CASA, etc (TBD)

- Visualization: e.g SlicerAstro, VISIONS, X3D

- Interaction/connection with the VO (e.g. in order to request complementary data or 
input data for modeling;)

 

GUIpsy 
(Rotcur)

Aladin

Topcat

GUIpsy a VO compliant tool for the kinematical modelling of HI datacubes 
Sánchez-Exposito, S.; Ruiz, J.E.; Vogelaar, M.G.R; Terlouw, J.P.; Verdes-Montenegro, L.; 
Santander-Vela, J.D.; van der Hulst, J.M; Garrido, J. 
3GC4: HI Fidelity, 28th October, 2016. Port Alfred, South Africa

GUIpsy

Inputs!

http://amiga.iaa.es:8888/download/attachments/25297214/GUIpsy_3gc.pdf?version=1&modificationDate=1478176687673&api=v2


• SKA data exploitation through a platform that facilitates: 

• collaboration among international teams in order to extract the maximum scientific 
knowledge 

• data sharing + re-use & re-purposing of the analysis tools

• the accuracy and the reproducibility of our scientific methods 

OPEN SCIENCE AT THE SRCS
Not HI specific!
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• SKA data exploitation through a platform that facilitates: 

• collaboration among international teams in order to extract the maximum scientific 
knowledge 

• data sharing + re-use & re-purposing of the analysis tools

• the accuracy and the reproducibility of our scientific methods 

OPEN SCIENCE AT THE SRCS

• (REQ) Open Access:  enabling users to provide public links to SKA 
science data products in their research publications.

• (REQ) Reproducibility: saving the complete workflow and provenance 
associated with any ADP*, in such a way that they can be queried, viewed 
and the associated workflows can be re-used to create new ADPs.

• (Goal) Advanced data product re-generation: Preserving the software 
environment associated with the provenance and workflow of an ADP 
that is required to re-execute the workflow

*ADP = Advanced Data Product

Not HI specific



- Other items/feedback:

- Interested in reuse of SDP pipelines in the SRCs (e.g imaging with different 
parameters)

- Commensality?

- Will need flexibility to adapt the processing strategy once the precursors/
pathfinders are underway

- Get details on the computing systems already envisaged at this stage

- Best QA metrics to be using? (Feedback from PHISCC 2018)

 

OTHERSInputs!



In order to allow mutual feedback between astronomers/SWGs and SRCs 
designers there is something we should avoid:  

(MY) CONCLUSIONS
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In order to allow mutual feedback between astronomers/SWGs and SRCs 
designers there is something we should avoid:  

(MY) CONCLUSIONS

- Key Science Projects

- Science Data Processor

- SKA Regional Centres Coordination Group

- Initiatives to prepare for the SRCs

- SKA data challenges

- How do PI projects fit in

 

Specific session in the next SKA Science meeting?

“New Science enabled by New Technologies in 
the SKA Era”

SKA HQs @ Jodrell Bank,  April 8th - 12th, 2019



WHAT’S NEXT?

Please go back to the slides for further details

Any feedback will be welcome! 

lourdes@iaa.es

mailto:lourdes@iaa.es




POSTDOCTORAL POSITION 
IAA-CSIC, GRANADA, SPAIN

Lourdes Verdes-Montenegro 
lourdes@iaa.es

• Job conditions
• To start as soon as possible
• Duration: till 31/12/2019, with good chances to extend it further.

• Candidates 
• Expertise in reducing deep optical images and/or HI interferometric data is required

• Work environment
• AMIGA group (Analysis of the interstellar Medium of Isolated GAlaxies, amiga.iaa.es)
• AMIGA PI: coordinator of the Spanish participation in the SKA & co-Chair of the SKA 

HI SWG
• The IAA-CSIC has recently obtained the Center of Excellence Severo Ochoa 

distinction and AMIGA team leads the development of a prototype of an SKA 
Regional Centre fully engaged with Open Science

Origin of asymmetries in isolated galaxies:  
study of their outskirts with deep optical images and HI interferometric data

mailto:lourdes@iaa.es?subject=

