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ABSTRACT

We present an efficient method to generate large simulatibthie Epoch of Reionization
(EoR) without the need for a full 3-dimensional radiativansfer code. Large dark-matter-
only simulations are post-processed to produce maps ofetthghifted 21cm emission from
neutral hydrogen. Dark matter haloes are embedded wittcesunf radiation whose proper-
ties are either based on semi-analytical prescriptiongdveld from hydrodynamical simula-
tions. These sources could either be stars or power-lavceswyith varying spectral indices.
Assuming spherical symmetry, ionized bubbles are creatadha these sources, whose radial
ionized fraction and temperature profiles are derived fraratalogue of 1-D radiative transfer
experiments. In case of overlap of these spheres, photet®aserved by redistributing them
around the connected ionized regions corresponding tptiveres. The efficiency with which
these maps are created allows us to span the large paramater typically encountered in
reionization simulations. We compare our results with gtieore accurate, 3-D radiative
transfer simulations and find excellent agreement for thehidts and the spatial scales of in-
terest to upcoming 21cm experiments. We generate a contignioservational cube spanning
redshift 6 to 12 and use these simulations to study the diffegs in the reionization histories
between stars and quasars. Finally, the signal is convoiidthe LOFAR beam response
and its effects are analyzed and quantified. Statisticoopedd on this mock data set shed
light on possible observational strategies for LOFAR.

Key words: quasars: general — cosmology: theory — observation — @iffadiation — radio
lines: general.

1 INTRODUCTION rapid increase in the Lyman-optical depth towards redshift 6, ob-
served in the spectrum of high redshift quasars (Fan et 8620
the lower limit. Although the redshifted 21cm hyperfine s#ion

of hydrogen was proposed as a probe to study this epoch decade
ago (Sunyaev & Zeldovich 1975), the technological chakentp
make these observations possible are only now being rdalise
the meantime, theoretical understanding of the EoR hasowegr
greatly (Hogan & Rees 1979; Scott & Rees 1990; Madau, Mejksin
& Rees 1997). Over the past few years there have been coablder
efforts in simulating the 21cm signal from the Epoch of Réan
tion. Almost all of the methods employed in simulating the@1
involve computer intensive full 3-D radiative transfer mahtions
(Gnedin & Abel 2001; Ciardi et al. 2001; Ritzerveld, Icke, &R
jkhorst 2003; Susa 2006; Razoumov & Cardall 2005; Nakamoto,
Umemura, & Susa 2001; Whalen & Norman 2006; Rijkhorst et al.

The history of our Universe is largely unknown between théese
of last scattering{ ~ 1100) down to a redshift of about 6. Be-
cause of the dearth of radiating sources and the fact thatnee k
very little about this epoch, it is often referred to as tharidages”.
Theoretical models suggest that around redshifts 10 — 20fjrt
sources of radiation appeared that subsequently reiotifeedni-
verse. Two different experiments provide the bounds far éoch
of reionization (EoR); the high polarization componeneagk spa-
tial scales of the temperature-electric field (TE) croskgpation
mode of the cosmic microwave background (CMB) providing the
upper limit for the redshift at ~ 11 (Page et al. 2007) and the
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2006; Mellema et al. 2006; Zahn et al. 2007; Mesinger & Fletam
2007; Pawlik & Schaye 2008).

Theories predict that the process of reionization is comple
and sensitively dependent on many not-so-well-known paters.
Although stars may be the most favoured of reionization cesir
the role of mini-quasars (minigsos), with the central bldke

is needed to recover the signal, smoothes out the structatalls
captured by 3-D codes.

Recently, several authors (Zahn et al. 2007; Mesinger &
Furlanetto 2007) have proposed schemes to reduce the camput
tional burden of generating relatively accurate 21cm mapese
methods do fairly well, although there are some caveats, flik

mass less than a few million solar masses, are debated ({Nusseexample the intergalactic medium (IGM) ionization beingated

2005; Zaroubi & Silk 2005; Kuhlen & Madau 2005; Thomas &
Zaroubi 2008). Even if the nature of the sources of radiationld

be relatively well constrained, there are a number of “tueab
parameters like the photon escape fraction, masses of finsse
sources, and so on, that are not well constrained.

In a couple of years, next generation radio telescopes like
LOFAR! and MWA? will be tuned to detect the 21cm radiation
from the EoR. Although the designs of these telescopes are un
precedented, the prospects for successfully detectingreampbing
neutral hydrogen at the EoR critically depends on our urtdeds
ing of the behaviour and response of the instrument, thetetfe
diffuse polarized Galactic & extra-galactic emission,ri@ource
contamination, ionospheric scintillations, radio freqog interfer-
ence (RFI) and, not least, the characteristics of the dé&signal.

A good knowhow of the above phenomena would enable us to de-
velop advanced signal processing/extraction algorithihad,can be
efficiently and reliably implemented to extract the sigralorder

to test and confirm the stability and reliability of thesealthms, it

is imperative that we simulate, along with all the effectswtianed
above, a large range of reionization scenarios.

Fig. 1 shows the basic building blocks of the simulation
pipeline being built for the LOFAR-EOR experiment. This pap
basically constitutes the first block, i.e., simulation loé ttosmo-
logical 21cm EoR signal. This then passes through a sequance
blocks like the foreground simulation (Jeli¢ et al. 2008%trument
response and extraction (Lambropoulous etialprep). The ex-
tracted signal is then compared with the original signaluardgify
the performance of the extraction scheme. This processsnieed
be repeated for various reionization scenarios to avoiddeny the
extraction scheme would have if only a subsample of all fbessi
signal characteristics were used.

Simulating observing windows as large as the Field of View
(FoV) of LOFAR (~ 5° x 5°) and for frequencies corresponding
to redshift 6 to 12 is a daunting task for conventional 3-Datide
transfer codes because of multiple reasons such as a neguite
for high dynamic range in mass for the sources of reioniratioeir
large number towards the end of reionization and the siziesolhbx
which strains the memory of even the largest computer alulste
order to facilitate the simulation of such large mock data &&r di-
verse reionization scenarios, we need to implement an &jppae
tion to these radiative transfer methods that mimic therfdtad”
3-D simulations to good accuracy. It was clear from the otisait
the details of the ionization fronts like its complex norigpcal
nature will not be reproduced by the semi-analytical apgihdhat
we propose here. But the argument towards overlooking tisis d
crepancy is that when the outputs of our semi-analyticat@gh
and that of a 3-D radiative transfer code are passed throough t
machinery of the LOFAR-EOR pipeline, they are experiméytal
indistinguishable. The reason being the filtering naturtheftele-
scope’s point spread function (PSF) across the sky and tstasu
tial bandwidth averaging along the frequency/redshitdiion that

L www.lofar.org
2 http://Iwww.haystack.mit.edu/ast/arrays/mwa/

as binary, i.e., the IGM is either ionized or neutral (Meging
Furlanetto 2007). Although this might be the case for stdike
sources, others with a power-law component could exhibiefan
fect on the IGM wherein the ionizing front is extended anddeen
this assumption need not hold (Zaroubi & Silk 2005; Thomas &
Zaroubi 2008). Added to this, the schemes presented in aeder
compute the 21cm maps, make the assumption that the spin tem-
perature of hydrogen]s is much larger than the CMB tempera-
ture. Towards the end of reionization & 8) this might very well
be valid. But the dawn of reionization would see a complexiapa
correlation of IGM temperatures with the sources of radiatits
clustering and spectral energy distributions (Venkate&amoux, &
Shull 2001; Zaroubi et al. 2007; Thomas & Zaroubi 2008; Paitci

& Furlanetto 2007). In the current paper we have assumedtbat
spin temperature is coupled to the kinetic temperature laitthey
are much higher than the CMB temperature. At higher redsttifs
need not be a valid assumption. The effects of heating bgreifit
types of radiative sources on the IGM and the coupling (bgtaL
and collisional) between the spin and kinetic temperatutebs
simulated accurately in a follow-up pap€homas et al., in prep
using the same scheme, but now applied to heating.

In this paper we propose a method of post processing numer-
ical simulations in order to rapidly generate realistic 2lmaps.
Briefly, the algorithm consists of simulating the ionizatitronts
created by the “first” radiative sources for a range of patanse
which include the power spectrum, source mass function argd ¢
tering. We then identify haloes in the outputs of N-body dations
and convert them to a photon count using semi-analyticalopig-
tions, or using the photon count derived from a Smoothedi-Part
cle Hydrodynamics (SPH) simulation. Depending on the photo
count and the spectrum, we embed a sphere around the centre-
of-mass (CoM) of the halo whose radial profile matches that of
a profile from the table created by the 1-D radiative transtate
of Thomas & Zaroubi (2008). Appropriate operations areiedrr
out to conserve photon number. Since, the basic idea is tanekp
bubbles around locations of the sources of radiation, wetle!
method BEARS (Bubble Expansion Around Radiative Sources).
For the sake of brevity and comparison with full 3-D radiatirans-
fer codes, we restrict ourselves to monochromatic radiattisns-
fer with a fixed temperature. A following paper will includefal
spectrum along with the temperature evolution. The resfltsur
semi-analytic scheme will be compared to those obtainekl thi
full 3-D Monte Carlo radiative transfer code CRASH (Ciartliag
2001; Maselli, Ferrara,& Ciardi 2003).

In §2 we describe the various steps involved in implementing
the BEARS algorithm on the outputs of N-body simulations. We
describe the specifications of the N-body simulations, t® ra-
diative transfer code used to produce the catalogue of atioiz
profiles, the algorithm employed to embed the sources antlyfina
an illustrative example of the procedure to correct for thertap of
ionized bubbles. 1§53 the fully 3-D cosmological radiative transfer
code CRASH is summarized and the results of its qualitatie a
statistical comparison with BEARS are discussgtdescribes the
method of generating the cube with maps of the brightnespdem
ature ¢73) at all the frequencies that will be observed by an EoR
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Figure 1. The big picture: This simple flow diagram encapsulates the
essence of the “LOFAR EoR simulation pipeline”. Startingnfrthe genera-
tion of the the cosmological EoR signal, the pipeline inelsithe addition of
foreground contaminants like Galactic synchrotron ané-free radiation
and other point sources, and the LOFAR antenna responsg.“iioick”
data set is then used to extract the signal using varioussiorealgorithms
and the result is then compared to the original “uncorrupséghal in order

to study the accuracy and stability of the inversion scheemegloyed.

experiment. Irk5 we use the simulation of the cube, with maps of
the sky at different frequencies, to study the differendevben two
popular sources of reionization, i.e., stars and quas#&ssd maps
in the cube are then filtered through the LOFAR antenna respon
to output the final data cube §6. Finally in§7 we summarize our
results and outline further improvements that need to beeniad
our approach in order to start exploring the large paramstace
involved in reionization studies.

2 SIMULATIONS: THE BEARS ALGORITHM

In this section the various components of the simulation liged
towards 21cm brightness temperatutdy) maps are explained.
The very first step of the entire process consists of gemgyatcat-
alogue of 1-D ionization profiles for different masses/Inosities
of the source, their spectra and the density profiles thabsnd
them at different redshifts. Although we assume the demsiynd
each source to be constant, we do vary its value as detailed.be
Given the locations of the centres of mass of haloes, theophate
emanating from that region is calculated based on a senhjtarz
description (discussed in section 5). Given the spectrumirosity
and the overdensity around the source, a spherical bubéfelied-
ded around that pixel whose radial profile is selected froartéatle.
The justification for this simple-minded approach is that thni-
verse is relatively homogeneous in density at these higbhiétd
on the scales probed by upcoming EoR experiments. Therefere
can assume spherical symmetry in our construction of theéoh
regions.
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In the following subsections we summarize the N-body simu-
lations employed and the 1-D radiative transfer code thatwszd
to generate the catalogue, and we describe in detail theitiligo
used to embed the spherical bubbles and the method used-to con
serve photons in case of overlap.

2.1 N-body/SPH simulations

We used a modified version of the N-body/TreePM/SPH code
GADGET-2 (Springel 2005) to perform a dark matter (DM) cos-
mological simulation containing12® particles in a box of size
100 A~! comoving Mpc and a DM+SPH cosmological simula-
tion containing256® DM and 256> gas particles in a box of size
12.5 A~ comoving Mpc. The DM particle masses wete x
108 h=! Mg and6.3 x 10° A=t M, respectively.

Initial particle positions and velocities were obtainednfr
glass-like initial conditions usingMBFAST (version 4.1; Seljak &
Zaldarriaga 1996) and employing the Zeldovich approxiorato
linearly evolve the particles down to redshift z = 127. Weuassd
a flat ACDM universe and employed the set of cosmological pa-
rameters),, = 0.238, 2, = 0.0418, Qp = 0.762, o5 = 0.74,
ns = 0.951 andh = 0.73, in agreement with the WMAP 3-year
observations (Spergel et al. 2007). Data was generatétegfually
spaced redshifts between= 20 andz = 6. Halos were identified
using the Friends-of-Friends algorithm (Davis et al. 198&ith
linking lengthb = 0.2.

The gas in the DM+SPH simulation is of primordial composi-
tion, with a hydrogen mass fractioXi = 0.752 and a helium mass
fractionY = 1 — X. Radiative cooling and heating are included
assuming ionisation equilibrium, using tablegenerated with the
publicly available packageLoubDy (version 05.07 of the code last
described by Ferland et al. 1998). The gas is allowed to cpobb
lisional ionisation and excitation, emission of free-faged recom-
bination radiation and Compton cooling off the cosmic micawe
background. Molecular cooling (by hydrogen and deuteriusn)
prevented by the inclusion of a soft (i.e. cut off at the Lynfianit)

UV background. We employed the star formation recipe of $eha
& Dalla Vecchia (2008), using a Chabrier (2003) initial méssc-
tion (IMF) with mass rang€0.1, 100] Mg .

For further analysis, SPH particle masses were assigned to
uniform meshes of sizg4®, 128% and2562 cells using TSC (Hock-
ney & Eastwood 1988) and the gas densities were calculatesl. T
density field was smoothed on the mesh with a Gaussian kernel
with standard deviatioa¢ = 12.5/512 comovingMpc/h. Each
cell was further assigned a hydrogen-ionizing luminosiyading
to the stellar mass it contained. Star particles were tdeasesim-
ple stellar populations and their luminosity was calcudatéth the
population synthesis code of Bruzual & Charlot (2003). Wedus
stellar masses and ages as determined by the simulatiorafai€h
IMF consistent with the star formation recipe and assumedua fi
cial metal mass fractio@ = 0.0004.

2.2 1-D radiative transfer (RT) code.

The catalogue of ionization profiles for different redshift
(which also translates to different densities at a given- red
shift), spectral energy distributions (SED), times of exmn and

3 For a detailed description of the implementation of rad@tiooling see
Wiersma, Schaye& Smith (2008).



4 Thomas et al.,

masses/luminosities, was created using the 1-D radiataresfer
code developed by Thomas & Zaroubi (2008).

Following Fukugita & Kawasaki (1994), a set of rate equa-
tions are solved at every cell as a function of time. The éqoat
follow the time-evolution of H, Hi1, Her, Herr, Herr and temper-
ature at every grid cell. The ionization rates are integoasr the
spectrum and the cross sections of the various speciese Tvere
pre-computed and stored in a table to facilitate faster @iec.
Case-B recombination coefficients are used to calculateatieeat
which hydrogen recombines.

The 1-D radiative transfer code starts the simulatioR at,+,
typically 0.1 physicalkpc from the location of the source. All hy-
drogen and helium is assumed to be completely ionized irikide
radius,Rs:.-+. Each cell is then updated for tindet. This At is not
the intrinsic time-step used to solve the differential amuraitself
because that is adaptive in nature and varies accordingettoth
erance limit set in the ordinary differential equation (OBiBlver.
On the other hand, thAt here decides for how long a particular
cell should evolve before moving on to the next. The codeusah
in the sense that cel1 is updated after cell The light travel time
is not taken into consideration explicitly since the ioniza front
(I-front) is typically very subluminal. Hence, all cellseaupdated
to timenAt at then'™ time-step.

After all cells except the last cellrm.. have been updated

of source), select a corresponding file from the cataloguerofa-
tion profiles generated earlier.

(i) The sources are usually in an overdense region and the de
sity around the source follows a profile. Since the profiley fl@mm
source to source we use the following approximation: weutate
the overdensity around the source for a raditds (where the sub-
script “od” stands for overdensity). We then assume thasthace
is embedded in a uniform density whose value is the average ov
density within the radiug?,q. This naturally translates in selecting
the same ionization profile but now from the table at a higlker r
shift. This radius is estimated as described2rB.1.

(iiiy At lower redshifts there is considerable overlap beam
bubbles. Thus, in order to conserve the number of photons, we
need to redistribute the photons that ionize the overlappgibns
to other regions which are still neutral. The details of ttagrection
process are given below (sg2.3.2).

(iv) When computing the reionization history, ionized s
are mapped one-to-one from the current simulation snapsftot
the next. Note that ionization due to recombination radratias
not been included.

2.3.1 Estimating the averaging radius

The radiusR,q is calculated as follows:

to time At, the resulting values are stored and then passed on as

initial conditions for the evolution of the cell in the nexttérval

of time. The update of alh..;; cells is repeatedn times such
that nAt = tsource, Wheretsource is the life time of the radiating
source. The various quantities of interest can be storedfile at

intervals of choice.

A radial coverage of?,,... is chosera priori which, depend-
ing on the problem, can be set to any value. Typically we do not
need to solve the radiative transfer beyond ten comovingameg
parsecs. We use an equally spaced grid in radius with a tesolu
of Ar which, like the time resolution, is decreased to half itsseal
until it meets a given convergence criterion, which herénét the
final position of the I-front converges to within5%.

The implementation of the code is modular. Hence it is
straightforward to include different spectra correspogdio dif-
ferent ionizing sources. Our 1-D code can handle X-ray pioto
and the secondary ionization and heating it causes andfohere
performs well for both high (quasars) and low energy (stpts)-
tons. Further details of the code can be found in Thomas &utdro
(2008).

2.3 Embedding the 1-D radiative code into the simulation
box

In the following section we discuss the algorithm employe@x-
pand reionization bubbles around the locations of radésgurces.
The numerical simulation provides us with the density fidlé\a
ery grid point, the centres of mass of the haloes identifiedhiey
FoF algorithm, the velocities of these particles and, if $hreula-
tion also contains gas, the ionizing luminosity associatét the
halo.

Equipped with this information about the simulation box at a
given redshift, we follow the steps enumerated below to ehthe
ionized bubbles around the source locations:

(i) Given the redshift, ionizing luminosity and the time for
which the ionization front should evolve (this depends antilpe

e For any given source (we choose the largest) in the box we
perform the radiative transfer and compute the ionizaticofile
using the (exact) spherically averaged radial density leraofi the
surrounding gas;

e The density within a radiu&,4, which we initially choose to
be very small, is spherically averaged around the sourcetlzend
ionization profile corresponding to this mean density issd
from the catalogue. This step is repeated for increasingegabf
Roa until the extent of the ionization profile matches that of the
“exact” radiative transfer calculation done in the preaatep. We
will refer to the resulting radius as the calibratBdq (cal);

e R,q for all the other sources are calculated by scaling
them with the luminosity of the source according R4

1/3
Roa(cal) (Lﬁ;—mlce) , Where Lsource and Lcar are the luminosi-
ties of the source under consideration and the calibratomce
respectively.

A comment to be made here is that because the dynamic range in
the halo masses derived from the simulation is not very high t
value of R,q does not vary considerably between sources.

2.3.2 Correction for overlap

At lower redshifts the sources become more massive and more
numerous. This causes considerable overlap between spbkre
close-by sources. The regions of overlap correspond to same

ber of unused photons (depending on the density). Thevelsitin-
plicity of the implementation of the algorithm arises duette fact

that the ionization fronts created by most sources are [gShat
least for the resolutions we are able to simulate. If thezation
front is extended, we can modify the procedure below to accom
modate it. The procedure for correction is illustrated vifie help

of a simple example shown in Fig. 2:

e Create an analogue to an incidence/admittance matiief
equation 1 for the connection between ionized regions ofcem:
The matrixA is a square matrix of Siz&ource X Nsource, Whose
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Figure 2. A cartoon depicting the distribution and overlap of bublifethe

simulation. The number within each circle is just an asgediadentity of
the circle. In the above figure circles (1:6:5), (2:3) andf¢4in three differ-
ent “connected” regions. Each circle of the region is exjeanjdst enough
that the size of the region expanded corresponds to the &@zedap. In

this manner we hard-wire the conservation of photons intcatjorithm.

elements are set to 1 if two sources overlap and 0 otherwisee H
Nsource 1S the total number of sources in the box.

10 0 0 1 1
0 1.1 0 0 0
0 1.1 0 0 O
A= 0 0 01 0 O @)
10 0 0 1 1
10 0 0 1 1

e Segment the simulation box into regions that are connected.
This is done by identifying rows that are identical in the mxat
A. Thus, for the example shown in Fig. 2 there are three diffiere
“connected regions”, Reg1:(1,6,5), Reg2:(2,3) and Rdy3:(

e Calculate the total volume of the overlap zones in each of
the connected regions. For example for Regl, we have Over-
lap(1,6)+Overlap(5,6).

e The sizes of all the bubbles in a particular connected region
is increased so as to entail a volume that corresponds tovire a
age overlapped region, i.e., total overlapped region diidly the
number of bubbles in that connected region.

e The sizes of the bubbles are iteratively increased untiVtte
ume of the regions that are “newly ionized”, i.e., excludthg re-
gions ionized by the sources before the correction, eqbaid-
tal overlapped volume. This ensures a homogeneous rédistm
of unused photons all around the region. The unshaded kaibble
Reg1:(1,6,5) and Reg2:(2,3) in Fig. 2 depict the expansfdhe
bubbles.

3 COMPARISON WITH A FULL 3-D RADIATIVE
TRANSFER CODE.

The BEARS algorithm is used to generate a series of cubesof io
ized fractions at different redshifts and resolutions fug tase in
which the radiative sources are stars. In this section tbelses are

© 2008 RAS, MNRASDOQ, 1-18
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compared with those obtained from the full 3-D radiativensfer
code CRASH using the same source listi.e., source locafioms-
nosities and spectra. In all comparisons made below we msde u
of ionizing luminosities derived from the N-Body/SPH simatibn
(refer §2.1). We have assumed the spectra to be monochromatic
at 13.6eV. We first summarize the essentials of the 3-D radiative
transfer code CRASH and then discuss a set of visual and-stati
tical comparisons between the results generated using thes
approaches.

All comparisons except for  the case of
12.5 R~ comoving Mpc, 128% box, in this section is done
on boxes where we have not included the reionization histOnye
of the major reasons for this is that a full 3-D radiative sfem code
like CRASH would require enormous computational resoutoes
achieve this task. And on the other hand, it is easier to jutige
performance of BEARS when there a large number of sources
overlapping at lower redshifts, whereas if the reionizatigstory
is included, the lower redshifts would be completely iodiznd
most of the interesting characteristics of the comparisonld/be
wiped out.

3.1 CRASH: An overview

CRASH is a 3-D ray-tracing radiative transfer code based ontigl
Carlo (MC) techniques that are used to sample the probabikit
tribution functions (PDFs) of several quantities invohmldhe cal-
culation, e.g. spectrum of the sources, emission direetr@hopti-
cal depth. The MC approach and the code architecture enaples
plicability over a wide range of astrophysical problems afidws
for additional physics to be incorporated with minimum etff@he
propagation of the ionizing radiation can be followed tlghbwany
given H/He static density field sampled on a uniform mesh.\At e
ery grid point and time step the algorithm computes the tiana

in temperature and ionization state of the gas. The codwsilfor
the possibility of the addition of multiple point sourcesaat/ spec-
ified point in the box, and also diffuse radiation (e.g. thieaviolet
background or the radiation produced by H/He recombinajican
be self-consistently incorporated.

The energy emitted by point sources in ionizing radiation is
discretized into photon packets, beams of ionizing phqtenst-
ted at regularly spaced time intervals. More specificahy total
energy radiated by a single source of luminodity during the total
simulation time tsim, is Es = fots“" L, (ts)dts. For each source,
E is distributed inV,, photon packets, emitted at the source loca-
tion at regularly spaced time interval&, = tsim /Np. The time res-
olution of a given run is thus fixed by, and the time evolution is
marked by the packets’ emission: the j-th packet is emitteiiree
e = 7 x dt,withj =0, ..., (N, — 1). Thus, the total number of
emissions of continuum photon packets\Ms.,c = NV,. The emis-
sion direction of each photon packet is assigned by MC sagpli
the angular PDF characteristic of the source. The propagaitf
the packet through the given density field is then followed tire
impact of radiation-matter interaction on the gas propsris com-
puted on the fly. Each time the packet pierces a cell i, theopital
depth for ionizing continuum radiatiorf, , is estimated summing
up the contribution of the different absorbet$;(Her, Herr). The
probability for a single photon to be absorbed in itrecell is:
P(rl)=1- e e, 2
The trajectory of the packet is followed until its photon tamt is
extinguished or, if open boundary conditions are assumetil, it



6 Thomasetal.,

exits the simulation volume. The time evolution of the gaggital
properties (ionization fractions and temperature) is cotag solv-
ing in each cell the appropriate discretized differentiqi&ions
each time the cell is crossed by a packet.The reader is eeféor
Maselli, Ferrara,& Ciardi (2003); Ciardi et al. (2001) foetdils of
the code.

N

@]

Mpc,/h

oON M O 0 O NO N DM O
T

3.2 *“Visual” comparison

Figure 3 shows a 3-D view of the ionized fraction of hydrogen
calculated using CRASH (left panel) and BEARS (right panel)
with isosurfaces shaded dark. The box shown here &5@t- 1
simulation at a redshift of six for a box with a comoving lemgt 1

of 12.5 h~! comoving Mpc on each side. Globally the two boxes
do look very similar. Statistics on these cases and otherpia-
sented later. Also bear in mind that this case, i.e., retishifis the }
one for which we should expect maximum discrepancy betwee§
the two methods. Reasons being: one, the universe is mush les
homogeneous at redshift six than at higher redshifts whiaton-
trary to the basic assumption in BEARS that the IGM is predom-
inantly uniform, two, the bubbles from these ionizing sasde-
come larger (because the sources grow more massive andskeecau
the gas density decreases) and they invariably overlapseitbral
others which in our case is dealt with in an approximate maase
explained before.

In Figs. 4 & 5 we compare the ionization isocontours from
BEARS (blue contours) and CRASH (red contours) for redslft
and 9, respectively. The images refer to the simulations 2663
box with side of length12.5 h~! comoving Mpc. As expected,
redshift 6 is structurally the most complex with many morarses
and multiple overlaps. In all these images we see a distest f
ture of the BEARS algorithm, i.e., that the ionized regiores ger-
fectly spherical when there is no overlap. Also, in case @frlap,
the shapes of ionized regions are much more regular thare thos
of CRASH. The reason for this discrepancy is the local inhomo
geneity of the underlying density field. As explained§@ 3, the
BEARS algorithm averages over a radiusitf; and uses the same
density in all directions, whereas CRASH follows the locahsity
separately in each direction. With higher resolution theeament
between the two simulations is expected to decrease betlagise
density field is not as isotropic, and in situations like ttis 3-D
codes are better at following the non-spherical nature ®fithiz-
ing front.

In Figs.6 and 7, we compare BEARS and CRASH for a lower
resolution simulation, i.e$4® in a12.5 h~! comoving Mpc box
for redshifts 6 to 9. These figures indeed show a much betteeag
ment because the detailed structure of the ionization franed by
CRASH at a higher resolution has been smoothed out.

All the previous figures of comparison of CRASH and
BEARS were performed without taking into account the higtafr
reionization, i.e., radiative transfer was performed onheanap-
shot assuming that it had not been previously ionized. In Fig
ure 8 and the top panel of Figure 9 we plot four slices of the
12.5 = comoving Mpc,1283 box at redshifts of 6.2 and 9 respec-
tively, which do include the memory of ionization from preus
redshifts. We observe that the agreement in this case isrgriad
as in the case without the history of reionization, but gitleat this
comparison is made at the lowest redshift of interest and fugh
resolution (2.5 h~* comoving Mpc) simulation, the results are ac-
ceptable. The bottom panel of Figure 8 shows the mean (so&l |
and variance (dashed line) of the mass-weighted ionizetidraas
afunction of redshift for d2.5 h~* comoving Mpc,128% box. The
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Figure 4. Four slices (thickness: 0.05 h—! comoving Mpc), randomly
selected along a direction in th&.5 h—! comoving Mpc,256° box, are
plotted that displays the contours (three levels [0, 0.p,0f]the neutral
fraction of CRASH (red) and BEARS (cyan) at~ 6. The underlying
“light gray” contours represent the dark matter overdéesit
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Figure 5. Same as Fig. 4 but for redshift~ 9.
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Figure 3. A 3-D visualization of the ionized box from CRASH (left) andEBRS (right) at redshift z= 6 for a boxsize ofl2.5 h~! comoving Mpc at a
resolution 0f2562. As we see, although this is the redshift for which we expdatge discrepancy, the figures seem to be morphologicaliypesable.
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Figure 6. Four slices (thicknessz 0.2 h—! comoving Mpc), randomly
selected along a direction in the&.5 h~! comoving Mpc,643 box, are
plotted that displays the contours (three levels [0, 0.p,0f]the neutral
fraction of CRASH (red) and BEARS (cyan) at~ 6. The underlying
“light gray” contours represent the dark matter overdéesit

reason why the statistics of mass-weighted ionized fractigree
so well whereas the contour plots have some descrepancsgtis th
when the underlying density is high, BEARS estimates therext
of the ionization correctly, whereas in case of under-deag®ns,
BEARS overestimates the size of the bubble.

Although there are still differences in the images at lovesl-r
shifts due to the overlap, we expect that convolving the inagh
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Figure 7. Same as Fig. 6 but for redshift~ 9.

the beam response of the antenna will result in very simiteges.
This is indeed what we see in Fig. 10. The slice used in thedigur
was obtained from 8562-box at redshift 6. The beam response (see
§6) eliminates the detailed structures of the ionizing frmatked

by the 3-D radiative transfer code.

3.3 Statistical comparison

In this section we describe several statistical compasisgmtween
the results obtained by CRASH and BEARS. The bottom panel of
Fig. 9 shows the difference between the mass-weighted mean a
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Figure 8. Four slices (thicknessz 0.1 h~! comoving Mpc) from a
12.5 h~1 comoving Mpc,1282 box are randomly selected and contours
(three levels [0, 0.5, 1]) of the neutral fraction of CRASIddy and BEARS
(blue) atz =~ 6 are plotted. The underlying “light gray” contours repretsen
the dark matter overdensities. In this figure we have takemancount the
ionization history, i.e., the radiative transfer is perfd on the box which
had been partially ionized at earlier redshifts.

variance of the neutral fraction in the2.5 h~! comoving Mpc,
1283 box as a function of redshift including the reionizatiortbiy.
The difference is within 2% for high redshifts (> 9), and even at
redshift six it is around 5%.

As a second probe, Fig. 11 shows a histogram of the fractional
volume in a12.5 h~* comoving Mpc,128° box occupied by dif-
ferent neutral fractions. This plot reveals details of tieeepancy
in the two approaches. At higher redshifts the volume is qmael
nantly neutral, whereas at lower redshifts, as reionirgpimceeds,
radiation (partially) ionizes parts of the volume. We seat tthe
black solid line in the figure, which corresponds to BEAR Seggr
very well with the histogram of CRASH (red-dashed) at veny lo
(Xmr < 10735) and at very high ionization levelsX(z; ~ 1),
but during the intermediate ionization levels they do nanhpare
very well. The reason for this is that the ionized bubbles HARS
have sharp transitions from neutral to a fixed ionized fractt the
ionization front whereas in CRASH, depending on the derdigy
tribution, the ionized fraction across the ionization frdalls off
slowly.

A final diagnostic is presented in Fig. 12. The neutral fiacti
in each voxel' is plotted against the overdensity in that pixel. As
in the previous diagnostic there is overlap between the twethm
ods at high and very low neutral fractions. But we see that SRA
(red) spans the entire range of neutral fractions whereapdints
corresponding to BEARS (black) are clustered. This agamb=

4 voxelsis a short-hand to denote a 3-dimensional pixel. It is a panteau
of words,volumetric andpixels
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Figure 9. The top panel is same as Fig. 8 but for redshift 9. The bottom
panel shows the percentage difference between CRASH andrRBE#Athe
mean (solid line) and variance (dashed line) of the masgivei ionized
fraction (ionized fractiorr> 0.95) in the1283 box as a function of redshift
when the history of reionization is included.

attributed to the sudden transition in the neutral fractémaund
radiative sources used by BEARS. Also, most higher densiy e
ronments are ionized by BEARS because in most cases a saurce i
centred on the high density pixels of the box. Another aspkttte
implementation of the BEARS scheme is apparent in this pkat,

at higher densities{= > 2.0) the agreement between CRASH
and BEARS is extremely good. This is because sources ardyusua
located at overdense location and BEARS uses the densiiyéro
the source location to estimate the radius of ionized splidres,
around the source and consequently in high dense regiofSRBE
correctly estimates the radius of the ionized spheres listttado

so in the low density enviroment.
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Figure 10. The effect of convolutiorThe ionization fronts of CRASH (red
contours, top left) and BEARS (blue contours, top right) @arerplotted on
the underlying density field shown in light grey. This sliseektracted from

a 2563 box at redshift six. The corresponding figures below showirtihe
ages after being smoothed by the beam response of the anietiadls of
the instrument are given 6. As expected, the images look almost identi-
cal after the convolution operation.
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Figure 11. Histogram of the fractional volume at various average rautr
fractions of hydrogen in @2.5 h—' comoving Mpc,1282 box at four dif-
ferent redshifts as indicated. The black solid line coroesjs to BEARS
and the dashed red line to CRASH.
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Figure 12. The above diagram depicts the neutral fraction at a giverivox
in the simulation box as a function of the overdensity at fiia¢l (only a
randomly chosen subsample of all the voxels are shown)elaltiove figure
points corresponding to CRASH (red) span a larger range ragaions
compared to BEARS (black) which are more clustered. Regpldtsed are
fora12.5 h~! comoving Mpc,1282 box at redshift 6, including the entire
reionization history.

4 CREATING THE “FREQUENCY CUBE”

Outputs from different frequency channels of an interfeeem
tre/LOFAR measure the radiation (in our case the 21cm eonigsi
from varying redshifts. Thus, the spectral resolution of tble-
scope dictates the scales over which structures in the tha\are
smoothed or averaged along the redshift direction. Theesbbfine
power spectrum and the characteristics of the line of sigirad
are influenced by this operation. In order to study its eftecthe
“true” underlying signal it is therefore imperative to cteafrom
outputs of different individual redshifts, a contiguougalaet of
maps on the sky at different frequencies. This section é@xplaow
we create just such a frequency cube (FC). For the purpodeeof t
LOFAR-EOR experiment we create a cube spanning the obggrvin
window of the experiment, i.e., from redshift (200 MHz) to
11.5 (& 115MHz).

The following steps were employed to obtain maps of the
21cm EoR signal at different redshifts, given a number opshats
from a cosmological simulation between the redshifts cfriest:

e Inputs: Start and End frequenciegiart & vena (COrrespond-
ing to redshifts bounded by 6 & 12); the resolution in frequen
év, at which the maps are created. We typically choose a value
smaller than the bandwidth of the experiment, because drise t
data set has been created, we can always smooth along fogquen
to any desired bandwidth.

e Create an array of frequencies and redshifts at which thesmap
are to be created,

®)

wherei = 0,1,..., (Vend — Vstart)/0v, and convert each of these
frequencies into a redshift array,

V21

Vi = Ustart + i6V7

-1, (4)

Zi =
Vi
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wherevo; = 1420 [MHz], the rest frequency of the 21cm hyperfine
hydrogen line.

e Now, for each of these redshifts, we identify a pair of simu-
lation snapshots whose redshifts bracket_et us call these snap-
shotszy, andzg, such thaty < z; < zm.

e Although all voxels in the output of a simulation are at the
same redshift{;, in this case), we assume that the voxels of the
central slice (along the redshift or frequency directioojrespond
to the redshift of the simulation box. We then move to a sliie,
(we wrap around the box if necessary, since the simulatioas a
performed with periodic boundary conditions) at a distacoee-
sponding to the radial comoving distance betwegrandz; given

by;

_c zi dz
Dy oy = A /ZL SN (5)

with X defined as;
X(2) = Qn(142) + Q0 (142)2 + /(14 2)® + (1 — Qior ) (6)

We use parameters obtained fraMAP3(Spergel et al. 2007).

e With slice S1, as the centre, we average all the slices within
+Az/2, whereAz is the redshift interval corresponding to a fre-
quency width ofAv at redshiftzy.. Lets call this averags Layvg -

e All the steps performed above do not account for the time-
evolution of the slice between the two outputs and thus rhisdr-
tant to interpolate between two corresponding slices (esgmve
the phase information of the underlying density field). Efiere,
we identify the corresponding slic8y (in position w.r.t the central
slice) in the snapshaty . Again, we average slices withinAz/2
with slice S as the centre and call §H..,. Note, however, that
the number of slices in the previous step need not be the same a
in this step, owing to the fact that thez corresponding td\v is a
function of z.

e The final step in the generation of the sli€g , at z;, involves
the interpolation ofS Laye andS Hayg:

(Zi — ZL)SHan + (ZH — Zi)SLavg

ZH — L

™

S(zi) =

Fig. 13 shows an example of a slice through the box for the
the ionization history due to stars constructed using tgerahm
above. Because the size of the box used(® »~' Mpc in co-
moving coordinates and the comoving radial distance betwee-
shifts of 6 and 12 is¢ 1600 h~! Mpc, we would expect there to
be repetition of structures along the frequency/redslii&ation. In
plotting the above figure this has been reduced by a fadsince
the slice has been extracted along the diagonal of the F@elfot-
lowing sections we will do all our analysis and comparisonshe
box generated in the above manner.

Although the radiative transfer is performed on each bokxwit
the underlying density in real space, we produce the FC fer th
brightness temperature with densities estimated in rédspace
to account for the redshift distortions introduced by theubiar
velocities.

5 STARS VERSUS QUASARS: EXPLORING DIFFERENT
SOURCE-SCENARIOS

Although the general consensus is that the dominant soufces
reionization are stellar in nature, there is also evidencsupport
quasars as additional sources of reionization (Kuhlen & &liad
2005; Thomas & Zaroubi 2008; Zaroubi et al. 2007). One of the

main differences between stars and quasars, apart fronxtaete

of reionization caused by individual sources, is the heatine to
quasars. We simulate only the reionization history for thees in-
volving either stars or quasars and leave simulating thecefbf
heating for future work. We use %123 particle, 100 A= Mpc
(Lpos) dark-matter-only simulation for this purpose. For detaih

the N-body simulation see Section 2.1. About 75 simulatitemps
shots between redshifts 12 and 6 were used to create the EC. Th
entire operation of doing the radiative transfer on eachheké
snapshots and converting them into the FC takes approxiyrkle
hours on an 8-dual-core AMD processor machine with 32GB of
memory.

In the sections below we describe the prescriptions used to
embed the dark matter haloes with quasars and stars. Fotowi
that we discuss some of the statistical differences in thizéion
fractions and contrast the statistical nature ofdfig for these dif-
ferent scenarios, as a function of frequency. We cautioh tthex
scenarios described here are mostly meant to illustratpdtential
of the techniques being developed here. For example, aththe
quasar model described below seems to ionize the Univefse ef
tively, care has not been taken to constrain the quasar atpul
based on the soft X-ray background excess between 0.5 an¥l 2 Ke
(Dijkstra, Haiman, & Loeb 2004).

5.1 Prescription for quasar type sources

From the output of the N-body simulation, dark-matter haloe
were identified using the friends-of-friends algorithm amdink-

ing lengthb = 0.2. Black holes embedded in them were assigned a
mass according to Zaroubi et al. (2007),

Mgy = 107" x &Mhalm

o ®)

where the factol0~* reflects the Magorrian relation between the
halo mass¥l,a10) and black hole masMgu), andg—; gives the
baryon ratio (Ferrarese 2002) .

The template spectrum we assumed for the quasars is a power
law of the form,
FEY=AE™"

10.4eV < E < 10 keV, 9)

wherea is the power-law index which is set to unity. A quasar of
massM shines at,..q4 times the Eddington luminosity,

Lgga(Msu) = 1.38 x 10%8 (MBH) [erg sfl]. (10)
Mo
ThereforeA is given by:
Ta L M p— —
A(Mgn) = €rad Lpaa(Mpn) 5 lergs 'em™?], (11)

[ E-~dE x4mwr

Erange

whereE,qnge = 10.4eV — 10 keV.

In the above model, we have assumed that the spectral energy
distribution (SED) of the quasar extends well above theziatibn
energy of hydrogen. This ensures that copious amounts dbpso
are available to ionize the hydrogen in the IGM while at thesa
time reducing the number of hard X-ray photons that could po-
tentially heat the IGM. Because we concentrate on the itiniza
history in this paper, we postpone a detailed study of thecefhf
cutoff in the SED at the higher and lower end of the energies.

© 2008 RAS, MNRASDOO, 1-18
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Figure 13. A slice along the frequency direction for the neutral frantifor two different scenarios. One with quasars (top paaef) the other with stars
(bottom panel). The repetition along the frequency digegtivhich is expected due to the finite size of the box, is reduty a facton/3 because the slice
is obtained diagonally across the box. We see from the figuaeatithough the stars do start ionizing earlier, for the etl®ave have developed (details in the

text, section 5), quasars are far more efficient at ionizirglGM.

5.2 Prescription for stellar sources

We associate stellar spectra with dark matter halos usiagdh
lowing procedure. The global star formation rate was calad
using;

Bexp [a(z = zm)]
—a+aexp[B(z — zm)]

pr(2) = ping [Me yr™! Mpc™?],(12)
wherea = 3/5, 3 = 14/15, z,» = 5.4 marks a break redshift,
and p,, = 0.15 Mg yr *Mpc~? fixes the overall normalisation
(Springel & Hernquist 2003) . Now, ift is the time interval be-
tween two outputs in years, the total mass density of starse€d
is

p+(2) = pa(2)dt Mo Mpc ™). (13)

Notice that this approximation is valid only if the typicéfetime
of the star is much smaller thaia, which is the case in our model
because we assume 0@ stars as the source that have a lifetime
of about few Myrs (Schaerer 2002).

Therefore, the total mass in stars in the box\is (boz) ~
L},.p« [Mg]. This mass in stars is then distributed among the
halos according to the mass of the halo as,

my (halo) = [Thalo

— o g
Vnoro (£00) M, (box),

(14)

wherem, (halo) is the mass of stars in “halofnai, the mass of
the halo andV/ha1,(tot) the total mass of halos in the box.

the halo isN10o = 102 x m. (halo). The number of ionizing pho-
tons from a 10QV/; star is taken from Table 3 of Schaerer (2002)
and multiplied byNiqo to get the total number of ionizing photons
emanating from the “halo” and the radiative transfer is dassum-
ing these photons are &8.6eV. The escape fractions of ionizing
photons from early galaxies is assumed to be 10%.

5.3 Statistical differences in the history of reionization

Using the models of ionizing sources and the algorithm tegste
the FC described above, we plot a slice along the frequemeg-di
tion of the ionization histories in Fig. 13. We see from thaufiy
that the stars start ionizing much earlier than the quasartsthe
rate at which they ionize is low. Therefore, even though tifece
of quasars on the ionization is seen later, they manage izeidine
IGM earlier than stars. This is mainly due to the efficienogr(pnit
baryon) of the quasar to ionize the medium and to the factithat
the model we have constructed the minigso population is ot ¢
strained based on the excess of soft X-ray background radiat
and therefore the minigso number density is higher than ildio
be in reality. It should be noted that if the escape fractiaresal-
lowed to change the ionization histories due to stars cartbeed
significantly.

This can be seen more clearly and quantitatively in Fig. 14,
which shows the volume averaged mean neutral fraction as@ fu
tion of redshift (top panel) and the volume fraction thatasized

We then assume that all of the mass in stars is distributed in (X7 < 0.05) in the box (bottom panel).

stars of 100 solar masses, which implies that the numbeads st

© 2008 RAS, MNRASDOQ, 1-18

Fig. 15 shows a slice through the FC df}s for the case of
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Figure 14. The figure shows the volume averaged mean neutral fraction
(top panel) in the box as a function of redshift for starsi§cnd quasar
(dashed) populations. Although both the populations ®itie entire box

by redshift 6, the ionization history follows very differepaths. Within the
models used for the simulation the quasars seem to ionitiereidwan the
stars. A similar diagnostic is the volume fraction of the lbat is ionized

as a function of redshift.

quasars (first panel from the top) and stars (second panéthwh
was calculated following Madau, Meiksin, & Rees (1997):
B TC]\/[B)

8T, = (20 mK) (X}’l“) (1 T
spin

< (5mm) [(57) (5]
0.0223 10 Qm

where h is the Hubble constant in units d00km s~! Mpc™!,
¢ is the mass density contrast, af¥ig, and (2, are the mass and
baryon densities in units of the critical densifjlears(2) is the
temperature of the cosmic microwave background at redstaiftd
Tspin the spin temperature. In all our calculations we have asdume
Tspin > TocmB.

The third panel in Fig.15 shows the varianced@f, as a func-
tion of frequency for stars (red dashed line) and quasaaskidolid
lines). Since quasars start ionizing late and completatjzethe
Universe by redshift 6, the variance stays below that foissiaithe
beginning and end of reionization but peaks at around NG~
corresponding to a redshift of 7.8. Interestingly, for stire peak
of the variance occurs around the same frequency. This isla we
come coincidence from an observation point of view. LOFAR wi
initially observe using instantaneous bandwidths olM82z (Lam-
bropoulous et alin prep. Thus, it becomes important to make an
educated guess of the frequency around which the obsamnadi®
to be made, to be sure that we capture reionization actitif{sa
peak. And because the variance of these two very differemtase
ios peak around the same redshift, this frequerey §0[MHz]) is
a reasonable guess. It is worth emphasizing that these edécpr
tions based on the simple-minded models prescribed abaxeerN

theless this exercise illustrates the capability of ouogthm to im-
plement diverse scenarios and help guide the observatsrade-
gies of LOFAR.

Finally, in the fourth panel we plot the image (slice) enyras
a function of redshift. Image entropy is a measure of randgsatin
the image and in our case it reflects the inhomogeneity ohizie
tion as a function of redshift. The entropy of an image is cated
as follows: first, a histogram of the intensities in the imaghich
in our case correspond %/} values, is made and normalized.
there areéNyins bins and each binhas a normalized value, then
the entropy is given by,

f

Entropy = Z pilogp;. (16)

Nbins

The meaning of image entropy is illustrated with an example
in section§6, aided with Fig. 21. In the context of our study the
image entropy has the following meaning:

(i) Before convolution with the LOFAR beam (ref. Fig.:15)
Atlow frequencies € 145MHz) the universe is still mostly neutral
and homogeneous. Thus a histogramy®f at a given frequency
less than 145VIHz would be very narrow and hence have lower
entropy (ref. Eq 16). But as the sources start ionizing thiel|@
introduces fluctuations 7, and the histogram spreads out thus
increasing the entropy. Similarly, at much higher frequesd>
180MHz) the entropy drops down because the Universe is largely
ionized and the histogram éf73 is narrow but now centred at 0.

(i) After convolution with the LOFAR beam (ref. Fig. 20)

In this case, although the overall behaviour is similar tat tof
the previous case before convolution, the effect is enfdriteis
can be understood with the aide of Fig. 21. Lower frequencies
(120 < v < 145MHz) is analogoues to case (a) & (c) and its
corresponding histogram in (Ha) & (Hc). Because, at these fr
quencies the Universe is still largely neutral with justwa ources
and the effect of smearinfil}, with the observing beam spreads the
histrogram thus increasing the entropy. At intermediaggtiencies
(120 < v < 180MHz), the effect of decreasing entropy is analo-
goues to case (b) & (d) with its corresponding histogram ib)(H
& (Hd). Although the entropy increased from (b) to (d) andoals
in case ofdT, after the convolution, the increase is relatively less.
This is because the smearing action was on scales largetiban
fluctuations indT, hence narrowing the histogram to a few values.
At higher frequencies of coursel;, is zero and hence the entropy
drops to 0 as well.

A final statistic that was calculated was the probabilitytriis
bution function (PDF) of théT}, at four different redshifts for stars
and quasars. If the IGM is not ionized and if the neutral hgero
is measurable (i.e. the signal-to-noise ratio is high ehpuge dis-
tribution of 6T, reflects the underlying density field (eq. 15). But as
reionization proceeds, larger and larger regions becomigéd and
the PDF of§T, skews because of the excessi@i, close to zero.
This fact can be made use of as a tool for the statistical tieteaf
the EoR signal as will be explored in an upcoming paper by etark
et al.,in prep. The features of the PDF seem to vary dramatically
between the two scenarios.

6 LOFAR RESPONSE AND ITS EFFECTS

The rationale behind producing these simulations is tottesef-
fect of the interferometric response on the signal and atbetrib-
utors with the same frequency band. This section gives arvieve

© 2008 RAS, MNRASDOO, 1-18
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Figure 15. Starting from the toppanel 1shows the&dT;, distribution of quasargpanel 2shows the same for stafganels 3 and 4how the variance and entropy
of slices at different frequencies for stars (red dashed)qrasars (black solid). The figure clearly shows that tharaatf the reionization history differs
significantly between stars and black holes. In the caseadd gtionization seems to be much more extended than foateeaf stars.

of simulations of the LOFAR response and shows how the signal row bandwidth condition and we also assume that the imageepl
will be seen by LOFAR in the absence of noise or other calibra- effects have been calibrated to a satisfactory level. Tidtudes

tion errors. A more detailed discussion of the LOFAR resparsd
the data model for the LOFAR-EOR experiment will be providted
Lambropoulous et alin prep For the EOR experiment we plan to
use the LOFAR core which will consist of about 24 dual stagion
of tiles. Each dual station will have a diameter of approxieha35s
meters and the maximum baseline between stations will bet&bo
km.

For the simulations in this paper we make some simplifying
assumptions regarding the telescope response. We assemarth
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a stable primary beam and adequate compensation for the iono
spheric effects such as the ionospheric phase introduagtdhe
propagation of electromagnetic waves in the ionospherethad
ionospheric Faraday rotation. In an interferometric obagon, the
measured correlation of the electric fields between two arsns
andj is called visibility and is given by Perley, Schwab,& Bridle
(1989):
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Figure 16. The probability distribution functions (PDF) @fI}, at redshifts 6, 7, 9 and 11, as indicated by the line stylasstirs (left) and quasars (right).
The PDF should reflect the underlying density distributibthé IGM is neutral, but ionization of the IGM causes a pealt Btightness temperature of zero

skewing the distribution.

V(u,v,w) = /A(l,m,n)[(l,m,n)e_zm<ul+”m+w")dldmdn,(17)

where A is the primary beam] the sky brightnesd, m, n are the
direction cosines and, v, w are the coordinates of the baseline (in
units of observing wavelength) as seen from the source.

Therefore we are missing the very large scale Fourier modées.
are planning to run larger simulations to overcome this [@ob
Along with the effect of the spatial resolution of LOFAR on
the sky, we also studied the effect of its spectral resatutithe
maps produced by LOFAR will have a bandwidth of abod Hz.

We further assume that simulated maps are a collection of This is essential to beat the noise level down. FIgS 18 arsha®

point sources: each pixel corresponds to a point source tiéh
relevant intensity. Note that the equation above takesantmunt

the sky curvature. The visibilities are sampled for allistaipairs,

but also at different pair positions as the Earth rotates.

For every baseline and frequency tiné track points sample
different scales of the Fourier transform of the sky at theqfiency.
We compute theiv tracks for each interferometer pair for 6 hours
of synthesis with an averaging interval of 100 sec and wetggd
onto a regular grid in thewv plane. Using the gridded tracks as a
sampling function, we sample the Fourier transform of oudeio
sky, which in our case is the 21cm EoR signal, at the corredipgn
grid cells. This gives us the time series of the visibilittes every
station pair.

The Fourier (or Inverse Fourier) transform of the samplesd vi
ibilities is called the "dirty” map. It is actually the sky macon-
volved with the Fourier transform of the sampling functievhich
is called the "dirty” beam or the PSF. This is a simple-mindge
proach in estimating the sky brightness as it uses lineanatipes.

With the LOFAR core we expect to reach a sensitivity of
350 mK in one night of observations at 150Hz. After 100 nights
the final sensitivity will drop to 35mK. For total intensityoser-
vations we expect Gaussian noise with zero average and tive ab
mentioned rms to drop to 35 mK. We assume that calibrati@rerr
after 100 nights of integration accumulate in such a way tiney
follow a Gaussian distribution obeying the central limigdnem.

The effect of the “original” image passing through the re-
sponse of the LOFAR antenna at a frequency of M3z is shown
in Fig. 17. The figure shows the brightness temperature ih bot
cases normalized to the largest value in the correspondipumefi
Note that the simulation i$00 ~~' comoving Mpc across which
is only abouﬂ/Sth of the total 6° x 5°) field of view of LOFAR.

5 Theuv plane is the Fourier-pair of the sky brightness, wheendv are
the distances between antenna pairs on an interferometesumeel in terms
of the wavelength of observation.

0T, along five different lines of sight. The black solid lines ind
cate the signal before convolution and spectral smoothihgreas
the over-plotted blue dashed lines include the effect of ARB
spatial and spectral response.

The entire FC was convolved with the antenna response of
LOFAR calculated separately for each frequency. This “cbred
cube” is then used to plot Fig. 20. This figure is identicaltinis-
ture to Fig. 15. As expected, due to the smoothing action ef th
antenna beam pattern, the variance of the signal in the tioes
cube” drops by approximately 30% relative to that of the FGlevh
conserving the overall behaviour across all frequenciége &n-
tropy in each of these slices on the other hand shows a dreatigti
different behaviour. The rise and fall of the entropy in tlese of
guasars is much more pronounced for the “convolved cubettand
entropy for stars shows a steady increase. It is interestiagthe
slice-entropies for stars and quasars are very differeimis ¢ould
be used as a discriminant for different scenarios of reation.

Fig. 21 is a simple example to illustrate the fact that smiooth
increases the entropy in the figure. In essence, the avegrapng
the frequency direction introduces correlations betweislp of
adjacent slices. For the simulations considered here iiesponds
to 10 adjacent slices (since the resolution of the simufaita0.1
MHz and that of LOFAR is IMHz). This effect is enhanced in the
case of quasars because of the rapid rate of ionization arstee
that the entropy peaks around 1BHz where the transition from
a neutral to an ionized Universe accelerates.

7 SUMMARY AND OUTLOOK

We emphasized the need to expand the scenarios that need to be
explored for reionization and their role in building a rélie and
robust pipeline, thus necessitating fast realizationgftérent sce-
narios. We built a scheme in which a range of 1-D ionizatioo+ pr
files were catalogued for a number of luminosities, redshiden-
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Figure 17. A comparison of the brightness temperature (normalizechéolargest value) between the “original” image (left) and fame image after
convolving with the LOFAR PSF (right) at a frequency cormsging to redshift 10. Since the PSF of LOFAR essentiallyfguers as a low-pass filter the
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Figure 18.Examples of five lines of sight through the frequency diattior 573, for the case of ionization by stars. Over-plotted in bluetheelines of sight
as observed through the LOFAR telescope with a spectralutéso of 1 MHz

sities and source spectra and which were subsequently exbtmpl lower redshifts. Several visual comparisons of the slidediffer-

an N-body simulation to obtain an approximation of a “standard” ent boxes were made along with three different statistiedsares
3-D radiative transfer code. The results obtained werelassid us- of the similarity between the simulations.

ing CRASH, a full 3-D radiative transfer code with ray tragin

The agreement between the two methods was excellent for earl Many snapshots~{ 75) were used between a redshift of 15

redshifts ¢ > 8), but as expected, the discrepancy grew towards and 6 and the radiative transfer done on them as describéwin t
preceding sections. These snapshots were then used to roake a
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Figure 19. Same as Fig. 18 but for the case of ionization by quasars.

tiguous cube running from redshift 6 to 12. In terms of the ob-
serving frequency, the cube spans %Iz to 200 MHz with a
frequency resolution matching that of LOFAR, about dviélz.
Cubes were generated for scenarios involving only starsiasars
and some diagnostics are provided to quantitatively difidate
between them. For both models the varianced peaked at
around 160MHz. Although neither may reflect reality, these sce-
narios demonstrate the use of the techniques we have dedelop
to span large parameter spaces of variables. The PDHp{see
Fig. 16) provides a statistical discriminant between thHéer#nt
source scenarios and could be used in the future to look fr th
statistical detection of the signal.

The cubes generated providé; as a function of frequency.
The cube was then averaged over a bandwidth lefHz and con-
volved with the beam pattern of LOFAR to understand the disto
tions caused by incomplete sampling by an interferometeznkf
the images were blurred by the operation, the overall cherige
tics of the signal remain detectable. Although the behaviduhe
variance of the signal before and after the convolution iesththe
same (except that the latter had lower values on average)nth
age/slice entropy showed a very different behaviour. Inftineer
case, i.e., before the convolution, the image entropy neethal-
most flat throughout the frequency range whereas in ther ltitée
entropy steeply rises at around 15[Hz.

As a note, it is important to mention that although in princi-
ple the ionized bubbles do move with a peculiar velocityz)
v,-(0)(1 4 2)~'/2, wherew,(0) is the typical peculiar velocity of
galaxies at redshift zero, assuming0) ~ 600km/s, a redshift 10
object would have a peculiar velocity of 200 km/s. For a tgpic
lifetime of the source considered, i.e., 10 Myr, this copa@sds to
motion of about a couple of kpc. This is an order of magnituess |
than the resolution of the simulation box at that redshifterefore
we ignore this effect. On the other hand we have taken intowatdc
the effect of redshift distortions whose effects are retdyi more
important.

The simulations and comparisons in this paper have focused
on purely stellar or quasars sources, but it is plausiblettreaearly
sources of reionization were a mixture of stars and quasather
yet unknown sources. It is therefore important to simul&iemn-
ization by a mixture of these sources, taking into accoustirth

clustering properties. The simulations presented in thisep did
not take into account the contraints on the population oiziog
sources imposed by various measurements like the infraeese
in the case of stars and the soft X-ray excess for quasarst fpan
the ionization patterns induced by these sourcesjhenaps will
also depend on the kinetic temperature which is coupledetspim
temperature via collisions or Ly-pumping. Hence, it is impera-
tive that we include these temperature effects on the IGMwille
incorporate the mixture of sources and the effect of the tzatpre
in an upcoming paper (Thomas et ah prep).

One of the main astrophysical hurdles for the detection ef th
EoR signal is the existence of prominent Galactic and eateagic
foregrounds. Typically, the difference between the meaplinte
of the EoR signal and the foregrounds is expected to be 4 tddsor
of magnitude, but an interferometer like LOFAR measurey tmg
fluctuations which in this case are expected to be differgrotly’
three orders of magnitude (Jeli€ et al. 2008). In subsetp@pers
we will explore the effects of foregrounds and their remastahte-
gies.
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