Statistical Methods for Astronomers
Lies,
Dammed Lies
and Statistics



Some Detalls

Lecturers:

— Russell Shipman (x7753): russ@sron.nl /G 276

— Saleem Zaroubi (x ) :saleem@astro.rug.nl :ZG 282

Course Times:

— Lecture: Tuesday: 11:15 — 12:45
— Lecture: Friday: 11:15-12:45

— Werkcollege: Wednesdays or Thursdays for an hour

Final Exam: somewhen 70 to 25t of April

Place: ZG 161 for both lectures and exercises.


mailto:russ@sron.nl
mailto:saleem@astro.rug.nl

Resources

* Practical Statistics for Astronomers, J.V. Wall
and C.R. Jenkins (ISBN 0-521-45616-9)

* Statistics in Theory and Practice, Robert Lupton,
(ISBN 0-691-07429-1)

* Numerical Recipes, Press, Teukolsky, Vetterling,
Flannery (ISBN 0-521-43064-X)

* Kapteyn computing facilities



Course Description

* Lecture and work assignments, expect some
programming

* Final two weeks of course will be a project
(written and presentation) Details will be given
later.

* Evaluation: Final Exam 50%, Project 35%, Work
assignments 15%



Why Statistics?

* What is the purpose of studying statistics at all?
* What are some examples?

* What role does probability play?

Statistics and probabilities are the basis for making decisions.
We use samples from our data combine them in some
meaningful way and based on understanding of probabillity,
we make an inference , i.e., draw a conclusion, make a
decision.



Some Probability Distribution

- Define F(x ) as probability that a random variable

X1s <X . F(-0)=0and F(») =1.
dF

dx
e Pr(x€x,x+dx)=F(x+dx)—F(x)=f(x)dx

- Probability density function f(x)=

* Can have the probability of two variables,
marginal distribution (integrate over undesired

variable).



Probability Distributions

* Some common probability distributions

- Uniform

— Gaussian or Normal

— Poisson

— Binomial

— Cauchy

- Log-normal

— Distributions which are derived from the Normal Distribution
° X2
* Student's t distribution



Uniform

* Very simple: something that even a computer
can do

- f(x) = 1 for x >0 and <1, 0 otherwise

— Pseudo random numbers from a computer are
uniformly distributed.



Normal

* Normal or Gaussian distribution:
— Very common, the “work horse” of distributions

_ 1 1{x—pn :
f(xaﬁho-):a\/%exp[a( > )]

— Also commonly noted as: ¥(.0)

— Characteristic function:

1 ©0 (1’*/‘4)2_1_'1: it —t2 2 2
— O(t) = e 202 TUTp — oitu—to"/
oV2T J_ oo

py = pand py = o”



Multivariate Gaussian

* Cases when we have nrandom variables, where
each follows a Gaussian distribution. They do
not have to be independent. The distribution is:

1 ! — . .
e P |- m VT x| nce matrix. It is

symmetric and positive definite with elements:

— )=

- Diagdlialdiciidnts are variances, off --> covariance



Log Normal

* If x follows an N(0,1) distribution, and «=++élny
then y follows a log normal distribution, given by:

5 ;
dF = ——e~ (0 FoIny)"y : :
- Var Y'Y omical processes might be of

Interest here?



Poisson Distribution

* Counting probabilities of rare events. Probability
of 1 eventintime tis t /7. What is the probability

of breaking exactly n in t+dt?

dt dt

— palt) = pa 1O +pa®)(1 - D)

— Remember AND is the product of provabilities OR is

the sum.
_ prob(A and B) = prob(A)prob(B)  prob(A or B) = prob(A) + prob(B)

— Total prob of exactly n is prob of n-1 AND one more
OR the prob of n AND NOT one more.



Poisson Continued

* Simplifying
- e )

- Note p_could be a complete derivative if factor et/

d t/’T o ]‘ t/T
dmp,
- Let, =, =pne’/™ then ditjry ~
! n
1. n

. H —
- Solve for p, and finally get  Pn = "7 exp g



Poisson Final

* Show that this is normalized (n from 0 to infinity).

* Find the characteristic function (again summing
from O to infinity)

* What is the mean? variance?



Binomial

* Processes with only two outcomes (A or B) with
probabilities of p and g (p+g =1), carry out the
processes n times then the chance of getting r
A's and n-r B's is

* P = (M )ra-pr
* Where

) (7:) B fr!(nni r)!

* Show that the mean and variance are 2 = up(1 - p)

n
r




And the rest....

1 1
m1+ (z—p)

* Cauchy: f(=)=

2
* X» Distribution. Results as the sum of squares of
N(O,1) deviates.
1

- X2 — —X2/2Xn—1
FX0) = stz =11

— n is the number of degrees of freedom. Mean n,
variance 2n.




More on Probability

* Independent Events: defined if the probability of one does
not influence the probability of the other.

— prob(A and B) = prob(A)prob(B)

* If not independent...Conditional
prob(A and B)
prob(B)
- For several possibilities of event B, B, B, ...

~ prob(A|B) =

— p’rob(A) = ZZpTOb(A‘BZ)BZ

— Summing over a series of possible events for which we
don't care--marginalization



And Bayes

* Simple equality prob(A and B) = prob(B and A)

prob(A|B)prob(B)
probA

* Power in interpretation:

— prob(B|A) =

— prob(B|A) --- posterior (state of belief after data)

(

— prob(A|B) --- likelihood of getting A, given B
(
(



Use of Bayes Theorem

* Result of Theorem is a probability distribution
(over all outcomes). Choose the peak, or
range, ...

* Allows us to make inferences about our Model
given the data.



Example

* Balls in Urn. N red, M white, total number N +
M=10

* Draw 3 times (three Tries) and put back, We get
2 Reds.

* Find the most probable number of Red balls in
the urn.



Example cont

r

* Likelihood is Binomial p,) (n) (1 )
~ ntries

— I SUCCESSES

* Posterior probability =



Priors

* Not always obvious to choose a prior (to realize
what we understand/believe before an
experiment).

— Knowing nothing might imply a uniform prior (all
outcomes equally likely)

- And others....

* Calculating probabilities of probabilities.



How to use Bayes Theorem

* Find “Best” parameters of a model which is
related to Maximum likelihood method.

* Knowing posterior probability may be the goal
(comparison with theory or expectations).

* Use to help understand experimental results In
terms of what we know.

* Try out Exercises 2.3 and 2.4



Central Limit Theorem

* Averages of Repeated Draws of samples forms a
Normal Distribution.

— Distribution must have a finite mean and variance.

- Form of distribution does not matter.

* Very powerful: averaging gets you to a Normal
(well understood) distribution.



Statistics and their distributions

* What is a statistic?

— Description, summary of data.

— Combination or mathematical function applied to
data.

- Made from FINITE data

— Attempt to uncover the equivalent Expectation
Value without infinite data. (Mode, Median, Mean,
Variance, eftc..



Properties of a Good Statistic

Unbiased: Expectation value of statistic is expectation
value of parent distribution

— Average is an unbiased estimate of the mean

— Standard deviation is a biased estimator. Referred to
as sample standard deviation

Consistent: Gives the same value regardless of sample
size

Closeness: smallest possible deviation from parent
Expectation value

Robust: low influence by outliers. Median vs average.



Statistics and Their Distributions

Average: Normally distributed about pwith o”/N
variance

Sample variance o7 2/ (N —1)

- For X of N-1 degrees of freedom.
Student-t with N-1 degrees of freedom
VN(Z — p)
Os
Ratio of two sample (sizes M and N) variances follows
F distribution (function tabulated for specific values of
M and N)
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Correlations: Bivariate Gaussian

Multivariate Gaussian distribution allows for dependent
variable through the covariance

1 1
f(X) — |V|1/2(27T)n/2 exXp _§(X o lu')TV_l(X o /’L)

Vij = (@i — i) (@i — py))
For only two variables (a Bivariate Gaussian) this simplifies
to

1 —1 T — [1y)? Yy — 2 2pzy
prob(z,y|os, 0y, p) = eXp{ 5 [( 5 ) + ( 5‘”) _ P
20,04/ 1 — p? 2(1 —p?) o oy OOy



Estimator of Correlation Coefficient

p Is known as the Pearson Correlation
Coefficient.

It's estimator is
S (X = X)(Y; - Y)

EVOSHNs S T3 S AR AT

With standard deviation: o, = (1]\; T?
VN =2 . B :
Calculate t= Vi which follows Student's-t

N-2 degrees of freedom distribution



How to use it, Frequentist Approach

* Calculate probability of data given correlation

‘ prob(r|p, H)

* Where H is the Hypothesis of a correlation and try to
reject Hin some comfortable confidence level.
Choose an easy H == null hypothesis of no correlation.
Calculate the probability under H that r can be as
large or larger. If the prob is very small, reject H.



The Bayesian Approach

Calculate the posterior probability.
pTOb(pa Ox O-ya Mo, /ny |data)

Where the extra parameters are details about the
bivariate Gaussian we assumed at the very beginning.

However, we don't really care about these, so
marginalize them out.

The result is a probability distribution prob(p|data)

This actually answers the question we asked in the
first place.



Some Words of Caution

* What was the question? Why correlation testing?
— The Fishing Trip?

— Rule of thumb: is correlation still present after
removal of 10% of points?

— Hidden third variable

* Non-Parametric Statistics: there is another possibility

* Anscombe's quartet



Non-Parametric Correlation Testing

* Heavy reliance on assumed Bivariate Gaussian.
* Can correlate ranks (the order in which values occur).

* Calculate the Spearman Rank coefficient
. YN (X = Y)?

re =1—0 N3N
* Where X, and Y are ranks of variables x and y

* Hypothesis testing (classical approach): null ==no
correlation.

« Choose level of confidence, calculate r look up value

In table, if larger than critical value reject H )



Anscombe's Quartet

I — II

* Graphs, graphs, o -
graphs i i

* All with identical:

coefficients,

regression lines, I -« & v -
residuals in Y, '
estimated gl L y
standard errors b ot

in slopes. e e 5



Confidence Intervals

Classical Point of View.

— Probabillity of a value as large as x or larger:
- P(x > x9) = f(x)dx

o

For a normal distribution: 95% of the probability is:

pn+1.960
_ / N(p,o)dx = 0.95
u—1.960

What is the meaning “2 sigma” confidence?

Is this really the question we wanted to answer.



Simple Example

* We know a certain measurement process results in a
Normal distribution: N (u,0)

* We measure data, which we think might be the result of
this process. What do we do?

— Decide on a confidence level (comfort level?) where we
would stack our reputation....

— Ask, does our measurement fall with in this range or
not?

- Stake the claim or otherwise, don't.



Hypothesis Testing

* The Null Hypothesis and Alternative

— Classical question. Distributions are calculated
assuming the Null Hypothesis, where the only other
option is the alternative. Choose a level of
significance we are willing to reject the Null
Hypothesis (ie. Make a conclusion based on a false
negative). Calculate the test statistic. Evaluate
from known distribution tables.

* Type | Error (False Negative) and Type Il (False
Positive) Error



Table of t-statistics

df

P=0.05|P=0.01 | P=0.001
|27 6366 63661

430 9.92 3160
2

318 5.84 1292
3

278 4,60 861
4

257 403 6.87
5

245 371 5.96
6

236 350 541
]

231 336 5.04
8

226 3.5 478
9

223 317 459
10
220 311 444

Student-t test

Test for difference between two
means. Are my data drawn from the
same (Normal) distribution?

r—y
test =
n$5$2+ny592( 1 —F'l_)
T 70y — 2 Ny Ty

Note the practical difficulties for very
small samples.



F test

* Test for whether two variances are the same.
Take ratio of standard deviations

- /= Y(z; — )% /(ny — 1)
_ X(yi —y)?/(ny — 1)

- Follows the F (n -1, ny-1) distribution.



Table of F-statistics P=0.05

df2\df

1 1 20304056 7|8 |9 10|11 121314 15|16 |17 18 |19 20|22 |24 26|28 |30 35 40| 45
3 10.13 19.55(19.2819.12 /1901 894 |8.89|8.85 /881 8.79 18.76|8.74 8.73 |18.71 8.70 |8.69 | 8.68 8.67 8.67 8.66 8.65 8.64 |8.63 8.62 8.62 8.60 8.59 8.59
4 771 /6941659 6.39/6.26 |6.16 6.09 6.04 6.00 596|594 591 5.89|5.875.86|5.84 5.835.82|581 5.80/5.79 5.77 5776|575 5.75 5.73|5.72|5.71
5 661 579541 519 505495 488 4.82 477 474 470 4.68 |4.66|4.64 462 460 459 458|457 456 454 453452 450 450 448 446|445
6 599 514476 4.53 1439 428 |421|4.15 410 4.064.034.00 398 396|394 392 391 390 3.88|3.87 3.86 3.84 3.833.82 3.81 3.793.77 |3.76
7 559 4741435412 397 |3.87 |3.79|3.73 13.68 3.64 |3.60 | 3.57 3.55/3.53|351 3.49 348347 |3.46|3.44 343 341 340 3.39 3.38|3.36 3.34 3.33
3 532 446|407 3.84 3.69 3.58 |3.50|3.44 339 335331328 3.26/3.24|322 320 3.19 |3.17 |3.16 |3.15 |3.13 3.12 |3.10 | 3.09 |3.08 |3.06 3.04 3.03
9 512 426 |3.86 |3.63 3.48 337329323 3.18 3.14 3.10 |3.07 3.05 3.03 3.01/2.99|297|296 295 294 |292 290 2.89|2.87|2.86|2.84|2.83 |2.81
10 496 1410371 348 |3.33 |3.22/3.14 |3.07 | 3.02|2.98|2.94 /291 [2.89 |2.86 2.85 2.83 281 2.80|2.79 2.77 275 274 |2.72 271 2.70 2.68 2.66|2.65
1 4.84 1398 3.59 3.36 3.203.09 301 295 |290|2.85 2.822.79 2.76 274 272 |2.70|2.69 2.67 2.66 2.65]2.63|261 259 2.58|2.57 2.552.532.52
12 475 113.89/3.49 3.26 3.11 |3.00 291 2.85 2.80 275|272 2.69 2.66|2.64|2.62 2.60 2.582.57|2.56 254 252 251249248 |247 244 243 241
13 467 381341 3.18 3.03 1292283 277 271|267 2,63 2.60 2.58|2.55/2.53 251 250248247 246 244 242241239 238|236 234 233
14 460 374334 3.11 296 |2.85 276 270 2.65 |2.60|2.57 2.53 251|248 246 244 243/241|240/239 237 235233232 231 228227225

HA <A H’) £o H’) oY) H’z ng Hﬁ nan 0 Hﬁ 11 Hﬁ an Hn :nHﬁ <A Hﬁ <1 Hn A0 Hﬁ VRS Hﬁ AN Hn A(\Hﬁ 20 Hﬁ 277 Hn g Hﬁ 21 Hﬁ 22 Hn 21 Hﬁ nnHﬁ lale] Hn Nk Hﬁ g Hﬁ N Hn N Hﬁ 10 ‘



F Test continued

* Reject both large and small values.

* Assumptions / Notes

The larger variance should always be placed in the numerator

The test statistic is F = s1/2 / s2"2 where s1/2 > s2"2

Divide alpha by 2 for a two tail test and then find the right critical value

If standard deviations are given instead of variances, they must be squared

When the degrees of freedom aren't given in the table, go with the value with the
larger critical value (this happens to be the smaller degrees of freedom). This is
so that you are less likely to reject in error (type | error)

The populations from which the samples were obtained must be normal.

The samples must be independent



Non-Parametric Tests

Both F and, to a lesser extent, Student-t tests depend on
the parent populations being Normal.

They also assume significant amounts of data.
What if the data are very sparse?

How much faith do you have in the process which created
your data to follow a Normal distribution? Was there a
great deal of averaging involved?



Chi Square Test

Table of Chi-square statistics

df P=0.05|P=0.01| P=0.001
| 384 6.64 10.83
5.99 921 13.82
2
, 182 11.35 1627
949 13.28 18.47
4
5 11.07 15.09 20.52
12.59 16.81 22.46
6
7 14.07 18.48 24.32
3 1551 20.09 26.13
9 16.92 21.67 27.88
18.31 2321 29.59
10
19.68 2473 31.26

A given model predicts number
of results within a certain range
(bin).

An observation measures these
results (how many times do the
observations fall within a given
bin).

Form the Chi Square:

5 (Dk—NPk)2
X = Z NP,



Chi Square Test cont.

* Number of observations within a bin follows Poisson
statistics.

* Bins must be chosen to contain roughly same number of
data points. Should not contain fewer than 5.

— Bins can be adjusted.

— Putting data into bins reduces “resolution” i.e. Hides
details within the bins.

— Note there are no assumptions about the underlying
distribution.

— This can be used to reject or accept the null hypothesis.



Kolmolgorov-Smirnov

Test whether a sample distribution of points f(x) follows an
expected distribution s(x).

Calculate the Cumulative Distribution of f and s (F and S )

where n is used to normalize the expected distribution.
Choose your confidence level

Calculate the statistic: just different D,, = Max|S,,(x) — F(x)]

- OrD,* = Max(S,(z) — F(2)) or D,,~ = Min(Sy(z) — F(x))
— Look up in a table (based on the number of points n,

whether the value of D is larger than the critical value, if
so reject the null hypothesis.



Critical Values for KS One Sample test

Kolmogorov-Smirnov One-Sided Test

n 0.1 .05 0.025 .m 1.005

1 119000 L9500 0.9750 10.9900 0.94950

2 (16838 [ Arar 8419 0.9000 0.92403

3 11.5648 (LE360 N.7076 .7846 .52090

4 1.4927 L5652 .6239 1.G580 .7342

] .44 .5004 1.5633 6272 LG6RG

6 (.4104 L4680 01.5193 0.5774 LGLGE .
7 | oasi omm o osme  ass *for two sided, double
8 1.3583 4006 1.4543 .5065 .5418

Q9 1.33m L38TH 1. 4300 .4706 1.5133 .
10 1.3224 L3687 040492 .4566 .45889 th f d | I
11 113083 3524 n.3012 0.4367 04677 e Con I ence eve -
12 120958 L3382 1.3704 .4192 .4400

13 1.2847 L3255 .3614 0.4086 .4325

b | oars  ooie osse  oar o And use the same table.
15 1.2650 (L3040 .3376 1.3771 4042

16 1.2578 1.2047 0.3273 .3657 03920

T 1.2504 L2863 .5180 1.3503 L3800

15 1.2436 L.278L .50494 11.3457 03706

149 1.2373 12714 .3014 1.3369 3612

b 1.2316 L2647 1.2041 .3287 3524

n .2262 L2586 0.2872 0.3210 1.3443

0 .2212 1.2528 .28040 1.3139 0.3367

b} 12165 12475 0.2749 0.3073 0.3205

24 .21 12424 0.26093 .30 0322

% 1.2074 2377 .2640 0.2952 L3166

6 1120040 23352 .2501 .25806 03106

» 11.2003 L2200 1.2544 .2844 .3050

25 1.1968 L2250 0.24949 0.2704 0.29497

ot 1.1935 2212 0.2457 0.2747 02947

30 1.1903 L2176 .2417 n.272 .2800

n .1873 12141 0.2374 .2660 .2853

I 1.1544 2108 0.2342 .2619 .28010

1 1.1817 L2077 02308 .2580 L2768

M 1.17m L2047 02274 0.2543 02728

16 1.1 766 L2018 0.2242 02507 0.26090

36 .1742 .19 N.2212 0.2473 L2653

w 1.1714 L1965 .2183 0.2440 02618

a8 1.16497 1.1930 1.2154 0.2400 02584

ot 1.1675 1.1915 2127 0.2%79 0.2552

4 11655 L.18Mm .2101 0.2349 0257

=40 | L07fym 122" L36/m  152/m  L63\n




Kolmogorov-Smirnov Two Sample
Test

* One can also use the KS to test whether two samples have
come from the same distribution.

* The idea is the same as before, Calculate the joint
cumulative distribution

) Dy = Maz|F,(z) — Fy (2)]



Critical Values for KS Two sample

Critical Values for the Two-sample Kolmogorov-Smirnov test (2-sided)

Table gives critical D-values for o = 0.05 (upper value) and e = 0.01 {lower value) for
various sample sizes. * means you cannot reject Hy regardless of observed D.

n;'m, 3 4 5 6 7 b 9 10 11 12
1 # * * # * * * * * #
# * # # * * *
2 * * * * * 16/16 | 18/18 | 20120 | 22/22 | 24/24
# * & * * #* # * * *
3 * * I5/15  18/18 | 21721 | 21724 | 24/27 | 2730 | 30/33 | 30/36
* * * * * 24/24 | 27/27 | 30/30 | 3333 | 3636
4 16/16 | 20020 | 20024 | 24/28 | 28/32 | 28/36 | 30/40 | 3344 | 36/48
* * 24/24 | Z8/28 | 32/32 | 32/36 | 36/40 | 40/44 | 44/48
5 24/300 | 30V35 | 30740 | 35/45 | 40/50 | 39/55 | 43/60
30030 | 35/35 | 35/40 | 40/45 | 45/50 | 45/55 | 50/60
6 3036 | 30742 | 34/48 | 39/54 | 400/60 | 4366 | 48/72
36/36 | 36/42 | 40/45 | 45/54 | 45/60 | 34/66 | 6072
7 42/49 | 40/56 | 42/63 | 46/70 | 48/77 | 53/84
42/49 | 48/56 | 49/63 | 53/T0 | 59/77 | 60/E4
8 48/64 | 46/72 | 48/80 | 53/88 | 60/96
56/64 | 55/72 | 60/B0 | 64/88 | 68/96
9 54/81 | 53/90 | 539/99 | 63/108
63/81 | 70/90 | 70/99 | 75/108
10 TOA00 | 60110 | 66120
B0100 | 70| B0/120
11 TH121 | T2/132
BEMA21 | 86132
12 96/144
B4/144

For larger sample sizes,

the approximate critical value ). 1s given by the equation

* KS works for
very small
distributions



Fisher Exact Test

* Test of non random associations, between two small
samples which fall into two mutually exclusive bins.

— Example number of men or women in the class which
do or do not bike to class.

— Null hypothesis is that the assignment of scores is

random. Sample man woman
rides bike A C

~ calculate does not ride B D

(A+ B)(C + D)(A + C)(B + D)!
NAIBICID!

p:



Chi Square Two sample or k sample test

sample | = 1
* Test that k samples pgjn| =1 O11
come from the 2 012
same population. 3 013
4 O14
* Similar to One 5 015

sample test. Same
comments about

bins.
2 _yr sk (Oij — Eij)®
* Calculate: =tTa=l By
- Where Eij = =Y z

ZTZkOij
- (r-1)(k-1) d. of .

2
021
022
023
024
025

3
O31
032
033
034
O35



Wilcoxon Mann-Whitney U test

* Test whether two distributions have the same location.
Sometimes called the rank sum test.

— Test whether sample A is stochastically larger than B
- B larger than A
— A and B differ

* Rank combination of all samples keeping membership in
tacked. Sum the A rankings, to get U, and B for U_..

* Null Hypothesis is that the two distributions come from the
same population.



Critical Values for U test

Critical values of R for the Mann-Whitney
rank-sum test

The pairs of values below are approximate critical values of R for two-tailed

tests at levels P = 0.10 (upper pair) and P = 0,05 (lower pair).

(Use relevant P = 0.10 entry for one-tailed test at level 0U06).

larger sample size, na

4 a L] [ & a9 10
smaller sample 4 | 12,24 13,27 14,30 1533 1636 17.39 18,42
size n 11,25 1228 12,32 13356 1438 1541 16,44
o 1936 2040 2243 2347 2550 .04
18,37 1941 2045 2149 2253 2456
G 28,50 304 3258 3363 35,67
M6.02  28H6 .61 3165 33.69
7 .66 41,71 43,76 46,80
768 A9.73 41,78 43,83
& o2& MM 5795
40857 al93 HUE
9 66,100 69,111
Ga, 108 66,114
10 23,127

9,131

* Two tailed:
distributions differ



